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UGC NET Computer Science 2nd January 2026 Memory Based Paper

Shift-1

Q.1 Which of the following is a tautolegy in propositional logic?

A.(phop)

B.(pVv )

Colp rg)n( g+ p

D.ipvp)rlg »q)
Answer: B

Sol: A tautolegy is a logical statement that is always true, regardless of the truth values of its
components. Let's evaluate each option:
{(a) (p » -p): This is 2 contradiction because p and -~p cannot both be true at the same time. The
conjunction (AND) of a statement and its negation will always be false.
- Example: If p = true, -p = false and vice versa.
(b) {p ~ —~p): This is a tautelogy because p or -p must always be true. One of the two will always be
true for any value of p.
+ Example: If p = true, then (p v -p) is true; if p = false, then (p v -p) is also true because -p will be
true.
() (p — q) ~ (~q — -p): This is a logically equivalent statement but not necessarily a tautology. It
represents the contrapeositive of an implication, and in some cases, it could be false. For example, if
P is true and q is false, then both implications may fail, making the entire conjunction false.
(d) (-p v p) ~ (g~ q):
» The first part, {~p v p), is a tautelogy (since one of them must be true).
+ The second part, {q — q), is also a tautology (an implication of the same statement is always true).
+ Therefore, the entire expression is a tautology. This is valid, but (b) is simpler and always true.
Information Booster:
1. Tautology: A logical formula that is always true for all possible truth values of the variables.
2. Contradiction: A logical formula that is always false, no matter the truth values.
3. Contingency: A formula that is neither a tautolegy nor a contradiction — it can be true in some
cases and false in others.

Q2. A CPU has a 5-stage pipeline with the following stages Fetch (F), Decode (D), Execute (E), Memory
(M) and Write-back (W). Each stage takes one clock cycle to complete. Assume there are no pipeline
stalls and the pipeline is initially empty. How many clock cycles are required to complete the execution
of 10 instructions?

1. 10
2. 14
3. 15
4. 19
Answer:
B

Sol:

In a 5-stage pipeline, the number of cycles to complete n instructions can be calculated as:
1. Initial Pipeline Filling: Requires 5 cycles (one for each stage).

2. Remaining Instructions: Each new instruction completes in 1 additional cycle.

Total Cycles=5+(10-1)=5+9=14
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Information Booster:

Pipeline Stages:

Fetch (F): Retrieves instruction from memory.

Decode (D): Decodes the instruction.

Execute (E): Executes the instruction.

Memory (M): Accesses memory if needed.

Write-back (W): Writes results back to register.

Additional Knowledge:

Without any stalls, pipelines increase instruction throughput but not necessarily the execution speed
of individual instructions.

Q.3 A CPU uses scaled-indexed addressing where:
EA = Base + (Index x Scale)
If Base = 4500H, Index register contains 3AH and Scale = 8, what is the effective address?

452EH
. 4600H
. 4688H
4518H

opwp

Answer: B

Sol: The Effective Address (EA) is calculated using the formula:
EA = Base ¢ (Index = Scale)
1. Identify values:

« Base = 4500H
« Index = 3AH(Decimal58)
+ Brale — 8

2. Calculate the Offset:

Offset — 3AH = B = 5B, ¥ Bye, = 464,

3. Convert Offset to Hexadecimal:

Difset = 4644, 1D0H

4, Calculate Effective Address (Actual Calculation):

EA = 4500H | 1D0OH = 46D0H

Information Bcoster

Scaled-indexed addressing is a highly efficient addressing mode used frequently in modern
processors, particularly for accessing elements in arrays.

1. Purpose of Scaled-Indexed Addressing:
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- This mode is essential for programming high-level languages like CfC++, particularly when dealing
with arrays and structures.

- It allows accessing the i-th element of an array with a single memaory access instruction, as the
scaling factor automatically handles the size of the data type (e.g., 1 for bytes, 4 for 32-bit integers, 8
for 64-bit floating point numbers).

2. Components:

- Base Register: Holds the starting memory address of the data structure (e.g., the base address of an
array).

- Index Register: Holds the index or subscript of the element to be accessed (e.g., the array index i).

- Ecale Factor: A small constant (usually 1, 2, 4, B) representing the size (in bytes) of the data element.
3. Mechanism: The CPU performs the entire calculation (Index » Scale) and the final addition in the
Address Generation Unit during the instruction execution phase, without needing separate arithmetic
instructions.

Additional Knowledge

- Addressing Modes: Define how the operand of an instruction is located. Other commeon modes
include:

. Immediate: The operand value is directly in the instruction.

- Register: The operand is in a CPU register,

- Direct: The effective address is specified directly in the instruction.

« Register Indirect: The address of the operand is in a register.

- Displacement/Relative: EA — Base | Displacement.

- Memory Access Time: The use of scaled-indexed addressing helps in optimizing memory access by
reducing the number of instructions required to calculate the final address, thereby improving the
overall CP1 {Cycles Per Instruction) for array access loops.

Q.4 Match the LIST - | with LIST - IL

List -1 List - I
(Boolean Algebra Law) (Axioms)
A Absorption Law . at+l=1
B. Bounded Law L. atl=a
C Identity Law NLa*(b | &) = (a*b) | (a’e)

D. Distributive Law IV, a -t (a'h) =a

Choose the correct answer from the options given below:

Match the columns.
Al BV, B-1 C-N0, DA
B. A-IV, B-1I, C-1, D-1I
C. AN, B-IV, C-11, D=
D. A-I1, B-1N, C-IV, D-I

Answer: A
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Sol: We are asked to match the Boolean Algebra Laws with their corresponding axioms.
A. Absorption Law:
» The Absorption Law in Boolean algebra states:
all(a-b)=a
= This matches with IW. a | (a-b) = a, which is the axiom corresponding to the Absorption Law.
B. Bounded Law:
* The Bounded Law in Boolean algebra states:
gatl=a and a-l=a
* This matches with . a + 0 = a, which is the axiom corresponding to the Bounded Law.
C. Identity Law:
= The Identity Law in Boolean algebra states:
altl=1 and a-0=0
* This matches with Il. a + 1 =1, which is the axiom corresponding to the Identity Law.
D. Distributive Law:
+ The Distributive Law in Boolean algebra states:
a-(bte)l=(a-b) 4+ a-e)
» This matches with lll.a- (b | ) = (a-b) | [(a-.¢), which is the axiom corresponding to the
Distributive Law.
Infermation BEcoster:
1. Absorption Law allows simplification of Boolean expressions by eliminating redundant terms.
2. Bounded Law establishes the identity elements for the operations of addition (0) and
multiplication (1).
3. ldentity Law ensures that certain operations (adding 1 or multiplying by 0) have a consistent
result.
4. Distributive Law allows us to “distribute” one operation over another, making it easier to simplify
complex Boolean expressions.

Q5.1n 8085 microprocessor, the ISR (Interrupt Service Routine) for handling TRAP interruptis at which
location?

1. 3CH
2. 24H
3. 74H
4. 34H
Answer:
B

Sol:

In the 8085 microprocessor, the TRAP is a non-maskable and edge + level triggered interrupt. It is the
highest priority hardware interrupt, and it is vectored, meaning the control is automatically transferred
to a predefined memory address.

The fixed ISR location for TRAP is:

So, when a TRAP interrupt occurs, the processor jumps to memory location 0024H to execute the
corresponding Interrupt Service Routine (ISR).

Information Booster:

1. The TRAP interrupt has the highest priority and cannot be masked or ignored.

2. Itis vectored to a fixed address: 0024H in memory.

3. Itis used for critical or emergency interrupts, such as power failure or emergency shutdown signals.
Additional Knowledge:

3CH: This is the ISR address for the RST 7.0 interrupt.

34H: This is the ISR address for the RST 6.5 interrupt.
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74H: This is not a valid interrupt vector in 8085. It is a confused value, not associated with any defined
ISR.

Q6. In the basic computer’s interrupt cycle, when an interrupt is acknowledged, the Program Counter
(PC) is saved in memory location 0, and the control jumps to address 1 to begin the service routine.
Which control signal or condition causes the jump to address 1?

1. IEN =1 and interrupt flag = 1

2. SC=0and AC#0

3. R=1andTy=1

4. PC overflow during fetch

Answer:

A

Sol:

In the basic computer model, when an interrupt occurs and is acknowledged, the current contents of
the Program Counter (PC) are saved in memory location 0. This allows the system to remember where
to return after servicing the interrupt. Then, the control jumps to address 1 to begin executing the
interrupt service routine.

The jump to address 1 is triggered by specific control signals or conditions. The Interrupt Enable (IEN)
signal and the interrupt flag together determine if the CPU should respond to the interrupt. When IEN
=1 (interrupts enabled) and the interrupt flag = 1 (indicating an interrupt request), the processor saves
the PC and transfers control to the interrupt service routine starting at address 1.

Thus, the control signal condition IEN = 1 and interrupt flag = 1 causes the jump to address 1 after
storing the PC.

Correct answer: (a) IEN =1 and interrupt flag = 1

Information Booster:

IEN (Interrupt Enable): A control bit that enables or disables the handling of interrupts.

Interrupt flag: A signal set when an interrupt request is made by an external device or internal
condition.

When both are active, the CPU acknowledges the interrupt, saves the PC, and jumps to the interrupt
service routine at address 1.

This mechanism ensures the CPU responds to interrupts only when enabled and requested, preventing
unwanted interruptions.

Additional Knowledge:

1. Option (b) SC = 0 and AC # 0: Incorrect; these signals relate to other operations like sequencing and
accumulator status, not interrupt handling.

2. Option (c) R =1 and Ty = 1: Incorrect; R and T, are control signals but do not directly cause the
interrupt jump to address 1.

3. Option (d) PC overflow during fetch: Incorrect; PC overflow is unrelated to interrupt
acknowledgment and jump.

Q7. Techniques for performing [/O:

A. Programmed [/0

B. Interrupt-driven 1/0

C. Rotational I/0

D. Direct memory access

E. Channelized I/0O

Choose the correct answer from the options given below:
1. Aand C Only

5 Telegram | Instagram | TestPrime | Adda247 App
For Admission Query Call Us : 09800002247



https://applink.adda247.com/d/XhqWf9lSap
https://applink.adda247.com/d/XhqWf9lSap
https://t.me/Adda247ugcnet
https://www.instagram.com/ugc_adda247./
https://www.adda247.com/product-testseries/79075/test_pass_title?couponcode=PRIME&productId=97811
https://play.google.com/store/apps/details?id=com.adda247.app&hl=en&pli=1

i

2. A,Band D Only

3. A,DandE Only

4. BandE Only

Answer:

B

Sol:

Programmed 1/0, Interrupt-driven I/0 and Direct Memory Access (DMA) are techniques used for
performing I/0 operations. Programmed I/0 involves the CPU actively checking 1/0 status. Interrupt-
driven [/0 allows the CPU to perform other tasks until an I/O operation completes and generates an
interrupt. DMA enables direct data transfer between memory and /0 devices without continuous CPU
involvement, freeing the CPU for other tasks.

Q8. Which is the correct sequence of actions during an interrupt cycle?

1. Save PC — Fetch ISR address — Jump to ISR — Resume program

2. Fetch ISR address — Save PC — Jump to ISR — Resume program

3. Resume program — Save PC — Fetch ISR address — Jump to ISR

4. Save PC — Resume program — Jump to ISR — Fetch ISR address

Answer:

A

Sol:

In the context of an interrupt cycle, the processor must handle the interrupt while preserving the state
of the current program (e.g., the address of the next instruction to execute, stored in the Program
Counter (PC)). The sequence of actions during an interrupt cycle generally follows these steps:

1. Save PC: The address of the next instruction to execute (the Program Counter) is saved so that the
processor can return to the correct location in the program after handling the interrupt.

2. Fetch ISR Address: The address of the Interrupt Service Routine (ISR) is fetched. This address is
typically stored in an interrupt vector.

3. Jump to ISR: The processor then jumps to the ISR (which is the routine designed to handle the
interrupt).

4. Resume Program: After the ISR finishes executing, the processor will return to the point in the
program where it was interrupted (using the saved PC value).

Step-by-Step Breakdown of Options:

(a) Save PC — Fetch ISR address — Jump to ISR — Resume program:

This is the correct sequence. First, the PC is saved, then the address of the ISR is fetched, the processor
jumps to the ISR, and finally, after the ISR completes, the program resumes from where it was
interrupted (using the saved PC).

This is the correct answer.

(b) Fetch ISR address — Save PC — Jump to ISR = Resume program:

This sequence is incorrect because the PC should be saved before jumping to the ISR, not after fetching
the ISR address. The program counter must be saved before the interrupt handling begins to preserve
the state.

(c) Resume program — Save PC — Fetch ISR address — Jump to ISR:

This sequence is incorrect because resuming the program would occur after the interrupt handling is
done, not before the interrupt cycle begins.

(d) Save PC = Resume program — Jump to ISR — Fetch ISR address:

This sequence is incorrect because resuming the program should happen after the interrupt handling
is complete, not before fetching the ISR address.
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Conclusion:

The correct sequence of actions during an interrupt cycle is:

(a) Save PC — Fetch ISR address — Jump to ISR — Resume program

Information Booster

Interrupt Handling: The interrupt handling process ensures that when an interrupt occurs, the
processor can pause its current task, handle the interrupt, and then return to its previous task without
losing any state.

ISR (Interrupt Service Routine): The ISR is the code that runs when an interrupt is triggered. It is
typically designed to handle events such as I/O operations, timers, or external signals.

Q9. Which of the following is not typically true about RISC architectures?

1. Uses large number of registers.

2. Uses single-cycle execution for most instructions.

3. Hasalarge instruction set with variable formats.

4. Uses load-store architecture.

Answer:

C

Sol:

RISC ( Reduced Instruction Set Computer) architectures are designed with simplicity and speed in mind.
They typically feature a small, simple set of instructions, each executing in a single clock cycle, and rely
heavily on a large register set to minimize memory access. They also use a load-store architecture,
meaning that only load and store instructions access memory, while other operations are performed on
registers. The statement “Has a large instruction set with variable formats” is not true for RISC, because
this describes CISC (Complex Instruction Set Computer). RISC instead uses a small instruction set with
fixed instruction formats.

Information Booster:

1. RISC Philosophy:

Simplify instructions so each can execute quickly (often in a single cycle).

Emphasis on hardware simplicity and efficiency.

2. Registers:

RISC processors have a large number of general-purpose registers to reduce memory operations.
Example: MIPS has 32 registers.

3. Instruction Execution: Most RISC instructions are designed for single-cycle execution, enabling
efficient pipelining.

4. Load-Store Principle:

Only load (LW) and store (SW) instructions access memory.

All arithmetic/logical instructions operate between registers.

5. Instruction Format: RISC instructions are usually fixed-length (like 32 bits) and follow a few formats,
which simplifies decoding.

6. Examples of RISC Architectures: MIPS, SPARC, ARM and RISC-V.

7. Advantage of RISC: Better performance through pipelining and compiler optimization.

Additional Knowledge:

Option (a) Uses large number of registers: True for RISC — helps reduce memory access and speed up
execution.

Option (b) Uses single-cycle execution for most instructions: True — most RISC instructions are
designed to complete in one clock cycle.
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Option (c) Has a large instruction set with variable formats: Incorrect — this is a CISC feature. RISC has
small instruction set with fixed formats.

Option (d) Uses load-store architecture: True — fundamental principle of RISC designs.

RISC — Small instruction set, fixed format, load-store, large registers.

CISC - Large instruction set, variable format, memory-to-memory operations.

Q10. Assertion: CISC processors are designed to execute a wide variety of complex instructions. Reason:
RISC processors use simpler instructions that require more lines of code to achieve complex tasks.
Choose the correct answer:

1. Both Assertion and Reason are correct and Reason is the correct explanation of Assertion.

2. Both Assertion and Reason are correct but Reason is not the correct explanation of Assertion.

3. Assertion is correct but Reason is incorrect.

4. Both Assertion and Reason are incorrect.

Answer:

B

Sol:

Assertion is correct because CISC processors use complex instructions that can perform multiple
operations in one instruction.

Reason is correct in that RISC processors use simpler instructions; however, it doesn't explain the
assertion accurately. RISC processors typically require more instructions to perform complex tasks, but
this does not mean they are designed to be slower or less efficient.

Information Booster:

1. CISC architecture: Complex Instruction Set Computing allows a single instruction to perform multiple
operations, like loading data from memory, performing a calculation, and storing results, in a single
instruction.

2. RISC architecture: Reduced Instruction Set Computing simplifies the instruction set by using a smaller
number of instructions that are simpler and faster.

3. The statement that RISC processors need more lines of code to perform complex tasks is true, but this
is balanced by RISC's faster execution per instruction.

4. CISC can often handle more complex computations in fewer instructions, but it may take more CPU
cycles per instruction.

Additional Knowledge:

RISC processors are commonly used in mobile devices and embedded systems due to their efficiency
and simplicity.

CISC processors were more common in early computing systems but are now often seen in older Intel-
based architectures.

Q11. Consider a 5-stage RISC pipeline: IF, ID, EX, MEM, WB. An instruction sequence is:

11: LOAD R1, 0(R2)

12: ADD R3, R1, R4

I13: SUB R5, R3, R6

If there is no forwarding and pipeline stalls are inserted to resolve data hazards, how many stall cycles
are required?

1. 1
2. 2
3. 3
4. 4
Answer:
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D

Sol:

With no forwarding, a consumer must wait until the producer writes back its result, and only then can
the consumer read it in ID.

For 11 (LOAD) — 12 (ADD): The loaded value of R1 becomes available only in [1.WB (cycle 5 if I1 starts
at cycle 1). Therefore, [2 must delay its ID from cycle 3 to cycle 5, inserting 2 stalls (the classic load-use
penalty without forwarding).

For 12 (ADD) — I3 (SUB): With no forwarding, R3 is usable only after 12.WB (cycle 8). After the first
hazard’s delay, I3 would reach ID at cycle 6; it must be postponed to cycle 8, adding 2 more stalls.
Total stalls=2+2=4

Information Booster:

1. No-forwarding rule of thumb: A dependent instruction can safely read a register only when the
producer has completed WB; thus, consumer’s ID must be = producer’s WB.

2. Typical penalties (no forwarding):

LOAD — ALU immediate consumer: often 2 stalls (value only at end of MEM — written in WB).

ALU — ALU immediate consumer: often 1-2 stalls depending on register file write/read timing; with
the common “write in WB, read in next ID” assumption, count 2 when strictly disallowing same-cycle
read-after-write.

3. Pipeline interlocks: Hardware stalls freeze earlier stages (IF/ID), injecting bubbles that flow down
the pipe as nop operations.

4. Compiler scheduling (if allowed): Reordering independent instructions between producer and
consumer can hide stalls; e.g., insert unrelated ops between LOAD and its user.

5. Register file timing nuance: Some textbooks assume “write-first, read-later in the same cycle,” which
can reduce one stall in ALU—-ALU cases; this problem’s no-forwarding + stalls framing implies the
conservative (safer) count above.

6. Why load-use is costly? The data returns late (after MEM), so without forwarding the consumer must
wait until WB, creating the largest single dependency gap in a 5-stage pipe.

7. Peak IPC impact: Each bubble lowers throughput; dense dependency chains without reordering can
degrade CPI significantly in no-forwarding designs.

Q12. Arrange the given steps required for a Direct Memory Access (DMA) transfer in the correct order.
A. Initiate DMA transfer request

B. Transfer data directly between peripheral and memory

C. Processor grants DMA control over the system bus

D. DMA controller completes data transfer and signals completion

Choose the correct answer from the options given below:

1. CAB,D
2. ACB,D
3. ABCD
4. C,B,AD
Answer:

B

Sol:

The steps for DMA transfer:

1. Initiate DMA transfer request.

2. Processor grants DMA control over the system bus.

3. Transfer data directly between peripheral and memory.

4. DMA controller completes data transfer and signals completion.
Information Booster:
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1. DMA (Direct Memory Access) allows peripherals to communicate directly with memory, bypassing
the CPU for faster transfers.

2. Processor Grant: The CPU grants control to the DMA controller, freeing up the CPU to perform other
tasks while the transfer takes place.

3. Transfer Process: Data is transferred directly between the peripheral and memory, improving
efficiency.

Additional Knowledge:

DMA Controllers are particularly important in high-performance systems where the CPU needs to be
freed from managing routine [/0 tasks.

Interrupt: Once the transfer is complete, the DMA controller sends an interrupt to signal completion.

Q13. Which of the following best describes the advantage of using DMA over programmed [/07?

1. Itallows CPU to supervise every data transfer cycle.

2. Itincreases CPU utilization by offloading memory access control.

3. Itbypasses memory to directly access I/0 devices.

4. Itavoids use of buses by using registers for communication.

Answer:

B

Sol:

DMA increases CPU utilization because it frees the CPU from handling every memory access and data
transfer. Instead, the DMA controller takes over the responsibility of moving data between 1/0 devices
and memory. This offloads the CPU and allows it to perform other tasks, improving overall system
efficiency.

Information Booster:

1. DMA Overview: Direct Memory Access (DMA) is a system that allows peripherals or I/0 devices to
transfer data directly to and from memory without involving the CPU for each transfer.

2. Programmed [/0 vs DMA: In programmed 1/0, the CPU supervises every data transfer between the
[/0 devices and memory, which can be time-consuming. DMA eliminates this by transferring data
directly, freeing the CPU to perform other tasks.

3. CPU Utilization: DMA enhances CPU utilization by reducing the amount of time the CPU spends
managing data transfers, allowing it to perform other tasks during those periods.

4. Efficiency of DMA: DMA increases system efficiency by reducing the overhead on the CPU, especially
in data-intensive applications.

Additional Knowledge:

Incorrect Option (a): "It allows CPU to supervise every data transfer cycle" is incorrect because one of
the primary goals of DMA is to reduce CPU involvement in data transfers. One of the primary advantages
of DMA is that it offloads the task of data transfer from the CPU, so the CPU doesn't have to supervise
every data transfer cycle. In programmed I/0, the CPU handles every transfer, but DMA allows the [/0
devices to communicate directly with memory, reducing CPU involvement.

Incorrect Option (c): "It bypasses memory to directly access I/0 devices" is incorrect because DMA does
not bypass memory; it uses memory as an intermediate storage location for data. DMA does not bypass
memory. Instead, it allows I/0 devices to transfer data directly to and from memory without CPU
intervention. DMA uses memory as a staging area for data, so this statement is not accurate.

Incorrect Option (d): "It avoids use of buses by using registers for communication" is incorrect because
DMA still uses buses to transfer data between /0 devices and memory. DMA still uses system buses to
transfer data between memory and I/0 devices. While DMA helps to reduce CPU interaction, it does not
avoid the use of buses; rather, it uses the buses more efficiently, without involving the CPU in each step.
Read the given passage and answer the following questions.
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In computer system architecture, address sequencing refers to the method by which memory addresses
are generated and accessed during the execution of a program. The process of generating memory
addresses is crucial for the efficient retrieval and storage of data in memory. Address sequencing can
be implemented in several ways, depending on the system's design, such as linear, interleaved, or
segmented addressing.

In linear addressing, a simple, continuous range of memory addresses is used. This means that memory
locations are arranged sequentially, and the CPU accesses them in a straight line, one after another. This
type of addressing is commonly used in systems where the data structure is contiguous, such as arrays
or linear lists.

Interleaved addressing divides the memory into several banks, each of which is accessed
independently. This allows for faster memory access as different parts of the memory can be accessed
simultaneously, improving the system's overall performance, especially in parallel processing tasks.
The primary advantage of interleaving is that it reduces access time by balancing the load across
multiple memory modules.

On the other hand, segmented addressing involves dividing the memory into different segments, each
containing a distinct set of instructions or data. These segments can be of varying sizes and are typically
used in systems that handle large programs or need to organize memory into logical blocks. Segmented
addressing allows for better management and protection of memory, as each segment can be
independently protected or allocated.

The choice of addressing scheme impacts the efficiency and performance of the computer system,
influencing factors such as memory access speed, processor performance, and the complexity of
memory management. Understanding and selecting the appropriate address sequencing method is
fundamental in designing high-performance computer systems.

Q14. What is the main purpose of address sequencing in computer system architecture?

1. To optimize the speed of processor execution.

2. To generate and access memory addresses efficiently.

3. To manage the CPU's cache memory.

4. To design efficient input/output systems.

Answer:

B

Sol:

The main purpose of address sequencing in computer system architecture is to generate and access
memory addresses efficiently. The process of address sequencing involves the method by which
memory addresses are generated and accessed during program execution, which is crucial for
retrieving and storing data in memory. Efficient address sequencing helps in improving the overall
performance of the system by optimizing memory access.

Analysis of the options:

Option (a): While address sequencing can indirectly impact processor execution speed, its primary goal
is not specifically to optimize processor execution but to handle memory address generation and access
efficiently.

Option (b): Correct. The main focus of address sequencing is to ensure that memory addresses are
accessed in a way that enhances the system's efficiency, particularly in terms of memory access speed
and storage retrieval.

Option (c): Address sequencing is not focused on managing the CPU’s cache memory, though efficient
memory access can impact cache performance.

Option (d): Address sequencing is not directly related to designing input/output systems; it is more
focused on memory management and address generation.
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Q15.

Which addressing scheme divides the memory into multiple banks, improving access time by allowing
simultaneous access?

1. Linear addressing

2. Segmented addressing

3. Interleaved addressing

4. Direct addressing

Answer:

C

Sol:

Interleaved addressing is a memory access technique that divides the memory into multiple banks. Each
bank can be accessed independently, allowing simultaneous access to different parts of the memory.
This technique significantly improves the overall memory access time, especially in systems with
parallel processing capabilities. The key benefit of interleaved addressing is that it balances the load
across multiple memory modules, reducing the time required to retrieve data from memory. This
method enhances system performance by enabling faster and more efficient memory retrieval
compared to sequential methods like linear addressing.

Information Booster:

1. Types of Addressing:

Linear Addressing: A simple approach where memory locations are arranged sequentially, and the CPU
accesses them in order. This works well for data structures that are contiguous but does not provide
performance benefits in parallel systems.

Segmented Addressing: Memory is divided into segments, each of which is dedicated to a particular set
of instructions or data. This helps in organizing large programs but does not directly improve memory
access speed like interleaving.

Interleaved Addressing: In this method, memory is divided into multiple banks, which can be accessed
simultaneously. This improves access time by allowing different sections of the program to work in
parallel, making it particularly useful in parallel processing tasks.

Direct Addressing: Involves accessing memory locations directly through their addresses. While simple,
it does not provide any advantage in terms of performance optimization or parallel access.

2. Application and Uses of Interleaved Addressing:

Parallel Processing Systems: Interleaved addressing is used in systems where multiple processors or
threads need to access different parts of memory simultaneously, enhancing performance in multi-core
systems.

High-performance Computing: Used in high-performance applications like scientific simulations, large-
scale data processing, and real-time systems where fast and simultaneous memory access is critical.

3. Advantages of Interleaved Addressing:

Improved Memory Access Time: By distributing memory accesses across multiple banks, interleaved
addressing reduces memory contention and latency.

Better Utilization of System Resources: It maximizes the throughput of memory systems, especially in
systems that require frequent and parallel memory accesses.

Scalability: As the number of memory banks increases, the system can handle more data access requests
simultaneously, making it scalable for high-demand applications.

4. Disadvantages of Interleaved Addressing:

Complexity in Memory Management: Dividing memory into banks requires careful management to
ensure that data is distributed optimally across the memory modules.

Cost and Hardware Requirements: Implementing interleaved addressing typically requires additional
hardware, which may increase the overall cost of the system.

Additional Knowledge:
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Option (a) - Linear addressing: Linear addressing does not involve dividing memory into multiple
banks. It simply arranges memory in a continuous sequence, which may be effective for simple data
structures, but it doesn't support parallel access or performance optimization like interleaved
addressing.

Option (b) - Segmented addressing: While segmented addressing divides memory into segments for
better organization and protection, it does not inherently improve access time or support parallel
memory access. It is more useful in systems that require logical separation of memory.

Option (d) - Direct addressing: Direct addressing directly refers to memory access using a specific
memory address. This method doesn’t involve optimizing memory access times or enabling
simultaneous access across multiple memory banks.

Q16. What is the primary advantage of interleaved addressing?

1. Itallows for memory access in a sequential manner.

2. lItreduces access time by balancing the load across multiple memory banks.

3. It protects memory from accidental overwrite.

4. It makes memory management more complex.

Answer:

B

Sol:

The primary advantage of interleaved addressing is that it reduces access time by balancing the load
across multiple memory banks. By splitting the memory into multiple banks, interleaved addressing
allows simultaneous access to different sections of memory. This parallel access speeds up memory
retrieval, especially in systems that require frequent and concurrent memory operations, such as those
used in parallel processing or multi-core processing systems. This technique optimizes performance by
preventing bottlenecks that occur when accessing memory sequentially.

Information Booster:

1. What is Interleaved Addressing?

Interleaved addressing divides memory into multiple modules or "banks". Instead of accessing the
memory sequentially (one address after another), the system can access different memory banks
simultaneously, allowing multiple data items to be retrieved in parallel. This significantly improves
access time and memory throughput.

2. Application of Interleaved Addressing:

Parallel Computing: Interleaved addressing is especially useful in parallel computing systems, where
multiple processors or cores are accessing memory at the same time. It optimizes memory access
efficiency and reduces contention between processors.

High-Performance Systems: In high-performance computing systems, interleaving helps in achieving
faster data access speeds, which is critical for tasks like simulations, gaming, and real-time systems.

3. Advantages:

Reduced Latency: Since memory can be accessed from different banks simultaneously, the overall
latency of memory retrieval is significantly reduced.

Better Memory Utilization: By distributing the load across multiple memory banks, the system makes
better use of available memory bandwidth.

Improved Throughput: In systems with high parallelism, interleaved addressing can dramatically
increase the throughput of memory operations.

4. Disadvantages:

Complexity in Implementation: Implementing interleaved addressing requires additional hardware to
manage multiple memory banks and coordinate the simultaneous accesses.

Potential for Unbalanced Access: If memory is not evenly distributed, some banks may become more
heavily loaded than others, reducing the effectiveness of interleaving.

13 Telegram | Instagram | TestPrime | Adda247 App
For Admission Query Call Us : 09800002247


https://applink.adda247.com/d/XhqWf9lSap
https://applink.adda247.com/d/XhqWf9lSap
https://t.me/Adda247ugcnet
https://www.instagram.com/ugc_adda247./
https://www.adda247.com/product-testseries/79075/test_pass_title?couponcode=PRIME&productId=97811
https://play.google.com/store/apps/details?id=com.adda247.app&hl=en&pli=1

A GET IT ON
Google Play

Addal247/

Additional Knowledge:

Option (a) - Sequential Memory Access: Incorrect. Sequential access is the opposite of what interleaved
addressing does. Interleaved addressing enables parallel access across multiple memory banks, not
sequential access.

Option (c) - Memory Protection: Incorrect. While memory protection can be important for system
stability and security, it is not the primary focus of interleaved addressing. Memory protection is
typically handled by other mechanisms, like access control and segmentation.

Option (d) - Complexity in Memory Management: Incorrect. While it's true that interleaving may
introduce some complexity in memory management (due to the need for managing multiple banks), the
primary advantage of interleaved addressing is the reduction in access time and the ability to improve
performance through parallel access, which outweighs this complexity.

Q17. Which addressing scheme is commonly used in systems with data structures that are contiguous,
such as arrays?

1. Linear addressing

2. Segmented addressing

3. Interleaved addressing

4. Indexed addressing

Answer:

A

Sol:

Linear addressing is commonly used in systems where data structures are contiguous, such as arrays.
In linear addressing, memory locations are arranged in a simple, continuous sequence, and the CPU
accesses them in a straight line, one after another. This type of addressing is highly effective for
accessing data in contiguous memory structures because it allows direct, sequential access to memory
locations. Arrays, lists, and other contiguous data structures are best supported by linear addressing,
as it maintains the order of elements in memory without needing complex indexing or memory
management strategies.

Information Booster:

1. Linear Addressing:

Definition: Linear addressing refers to assigning memory addresses sequentially in a continuous range.
This makes it straightforward to access contiguous memory regions.

Use Case: Arrays are a common example of data structures that benefit from linear addressing, as their
elements are stored contiguously in memory and can be accessed using simple offsets from the starting
address.

Advantages: Efficient for accessing contiguous data structures (e.g., arrays), and simple to implement.
Disadvantages: Not well-suited for more complex data organization schemes that involve fragmented
or non-contiguous memory.

2. Segmented Addressing:

Definition: In segmented addressing, memory is divided into segments (such as data, code, or stack
segments), each with a distinct starting address.

Use Case: Often used in systems that need logical separation of memory areas but not efficient for
contiguous data structures.

Disadvantages: Can lead to fragmentation and inefficiencies when accessing large, contiguous data
structures.

3. Interleaved Addressing:

Definition: Memory is divided into multiple banks that can be accessed simultaneously, reducing access
time.
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Use Case: Useful in systems with parallel processing, not specifically for contiguous data structures like
arrays.

4. Indexed Addressing:

Definition: This method uses an index to access memory locations, often through an index register.
Use Case: Commonly used in array access but not the primary addressing method for contiguous
memory; it's a form of addressing rather than a method for managing entire memory spaces.
Additional Knowledge:

Linear Addressing: This is the most basic and straightforward addressing scheme, suitable for simple
data structures like arrays where the memory layout is contiguous. This scheme is also highly efficient
in terms of both implementation and access time.

Array Access: In languages like C, an array is essentially a pointer to the start of a contiguous block of
memory. This is why linear addressing works well for arrays: accessing the i-th element of an array is
equivalent to accessing the memory at an offset from the starting address.

Q18. What is one of the key benefits of segmented addressing?

1. Itenables faster parallel processing.

2. Itreduces memory fragmentation.

3. Itallows for logical partitioning and protection of memory.

4. It simplifies memory management.

Answer:

C

Sol:

Segmented addressing involves dividing memory into different segments, each with a distinct purpose,
such as a code segment, data segment, or stack segment. One of the key benefits of segmented
addressing is that it enables logical partitioning of memory. This partitioning allows different parts of
the program to reside in separate memory areas, making it easier to manage, protect, and allocate
memory based on the program's needs. Additionally, each segment can be independently protected or
allocated, ensuring that one part of the program doesn't overwrite or interfere with another.
Information Booster:

1. Logical Partitioning:

Definition: Segmented addressing allows memory to be divided into segments that can be logically
organized, such as separating code (instructions), data, and stack. This division is based on the nature
and purpose of the data rather than just physical proximity in memory.

Use Case: Operating systems and large programs use segmentation to improve memory management.
Each segment can be independently manipulated or protected (for example, by using different access
rights for code and data).

2. Memory Protection:

Definition: By separating different areas of memory into segments, systems can implement protections
like preventing code from accidentally modifying data or preventing programs from accessing memory
that they shouldn’t. This helps in ensuring the stability and security of the system.

Example: In early Intel x86 architecture, segments like CS (Code Segment), DS (Data Segment), and SS
(Stack Segment) were used to differentiate between different kinds of memory, allowing easier
protection mechanisms.

3. Advantages of Segmented Addressing:

Flexibility: Allows different-sized segments for different needs (e.g., stack size and data size).
Protection: Memory protection mechanisms can be easily implemented by isolating different memory
regions.

Efficient Memory Management: Helps in managing large programs by dividing them into manageable
sections, improving both the program structure and memory allocation.
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4. Disadvantages: Fragmentation: While segmentation helps in logical partitioning, it can also lead to
external fragmentation. If segments are not efficiently sized, free memory between them might become
fragmented, making it harder to allocate memory.

Additional Knowledge:

Option (a) - It enables faster parallel processing: Incorrect. Segmented addressing doesn't specifically
enhance parallel processing, which is more influenced by methods like interleaved addressing or multi-
threading. Segmentation is more about logical memory division and protection.

Option (b) - It reduces memory fragmentation: Incorrect. While segmentation can organize memory, it
can actually increase fragmentation (external fragmentation) because memory blocks (segments) can
become scattered over time, especially if memory is allocated and freed dynamically.

Option (d) - It simplifies memory management: Incorrect. While segmentation provides organizational
benefits, managing segments can be more complex compared to simpler memory models like linear
addressing, due to the need to handle segment sizes, boundaries, and protections.

Q19. Which of the following domains is not commonly associated with the applications of Natural
Language Processing (NLP)?

1. Sentiment Analysis

2. Speech Recognition

3. Packet Routing

4. Machine Translation

Answer:

C

Sol:

Natural Language Processing (NLP) focuses on enabling computers to understand, interpret, and
generate human language. Applications include sentiment analysis, speech recognition, machine
translation, chatbots, and information retrieval. Packet routing, however, is a networking task that deals
with forwarding data packets across networks, unrelated to NLP.

Information Booster:

1. Sentiment Analysis: Common NLP use for text polarity detection.

2. Speech Recognition: NLP converts spoken language into text.

3. Machine Translation: Translating text from one language to another (e.g., Google Translate).

4. NLP deals with human language tasks, not networking.

5. Packet routing belongs to computer networks, not NLP.

Additional Knowledge:

(a) Sentiment Analysis: Valid NLP application.

(b) Speech Recognition: Valid NLP application.

(d) Machine Translation: Valid NLP application.

Q20. Which of the following statements is the best description of supervised learning?

1. 'If a particular input stimulus is always active when a neuron fires then its weight should be
increased.’

2. 'If a stimulus acts repeatedly at the same time as a response, then a connection will form between
the neurons involved. Later, the stimulus alone is sufficient to activate the response.'

3. 'The connection strengths of the neurons involved are modified to reduce the error between the
desired and actual outputs of the system.’

4. None of the above

Answer:
C
Sol:
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Supervised learning is a type of machine learning where the model learns from a labeled dataset,
meaning each input is paired with the correct output. The learning process involves adjusting the
parameters, such as weights in neural networks, to minimize the difference (error) between the
predicted output and the actual desired output. Statement (c) correctly describes this process by stating
that the connection strengths of neurons are modified to reduce the error, which aligns perfectly with
the core principle of supervised learning — learning through error correction using known outputs.
This makes option (c) the best description among the given choices.

Information Booster:

1. Supervised learning uses labeled data to train models by minimizing error.

2. The error is the difference between the predicted output and the actual (desired) output.

3. Weight adjustments are made systematically to reduce this error, commonly using algorithms like
gradient descent.

4. This process is repeated iteratively until the model's predictions are sufficiently accurate.

5. It contrasts with unsupervised learning, where no labeled outputs are provided.

6. Examples include classification and regression tasks in machine learning.

7. Neural networks modify connection strengths (weights) to improve learning accuracy based on
errors.

Additional Knowledge:

e Option (a) describes a Hebbian learning principle ("neurons that fire together wire together") but
does not address error correction or supervised learning.

 Option (b) explains classical conditioning or associative learning, not supervised learning in machine
learning contexts.

 Option (d) is incorrect because option (c) accurately describes supervised learning.

Q21. A model is trained to classify emails as 'spam' or 'not spam' using example labels. This is an
illustration of which ML type?

1. Unsupervised learning

2. Supervised learning

3. Reinforcement learning

4. Transfer learning

Answer:

B

Sol:

Supervised learning involves training a model on a labeled dataset, where the correct output (label) is
provided for each input. In the case of spam classification, the model is trained using emails that are
already tagged as ‘spam’ or ‘not spam’, allowing it to learn patterns and make future predictions
accordingly.

Information Booster:

1. Supervised learning uses input-output pairs to learn a mapping function.

2. It is widely used in classification (e.g., spam detection) and regression (e.g., price prediction).

3. It requires a high-quality labeled dataset for effective model training.

Additional Knowledge:

Unsupervised learning: Learns from unlabeled data to discover hidden patterns or groupings, like in
clustering or dimensionality reduction.

Reinforcement learning: Involves an agent that learns by interacting with an environment and receiving
rewards or penalties; not based on labeled data.

Transfer learning: Applies a model trained on one task/domain to a related but different task, often
with limited data in the target domain.
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Q22. Among the various Al learning paradigms, which technique involves learning from unlabeled data
and finding hidden patterns or intrinsic structures within the data?

1. Semi-Supervised Learning

2. Self-Supervised Learning

3. Unsupervised Learning

4. Active Learning

Answer:

C

Sol:

Unsupervised Learning allows Al models to discover patterns and relationships in unlabeled data
without human intervention. It is widely used in clustering, anomaly detection and association rule
mining, making it essential for uncovering hidden insights in vast datasets.

Information Booster:

1. Definition: In Unsupervised Learning, models analyze data without predefined labels to find natural
patterns or groupings.

2. Techniques: Includes clustering (e.g., K-Means, DBSCAN) and dimensionality reduction (e.g., PCA, t-
SNE).

3. Use Cases: Applied in market segmentation, recommendation systems and image compression.
Additional Knowledge:

e Semi-Supervised Learning combines labeled and unlabeled data for learning.

» Self-Supervised Learning is an advanced version where the Al generates its own labels for learning.

» Active Learning selects specific data points for labeling, reducing manual effort.

Q23. Consider a B* Tree of order 5, where each node can contain a maximum of 4 keys and a minimum
of 2 keys (due to 2/3 full property). If you need to store 120 keys in this B* Tree, what is the minimum
number of nodes required to store all keys while maintaining the B* Tree properties?

1. 30

2. 45
3. 20
4. 18
Answer:
B
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Sol: Given:
- B* Tree properties:
o Order of B* Tree: Each node can hold a maximum of 4 keys and a minimum of 2 keys.
o 2/3 full property: Each node must be at least 2/3 full.
« Total number of keys = 120 keys.
Step 1: Initial Calculation

« Minimum number of nodes required (without considering the 2/3 full property):

Minimum numbwr of nodes — i e T E 60 nodes
MMiniroum keys per node 2

This is the initial estimation.

Step 2: Considering the 2/3 Full Property

= Since each node must be at least 2/3 full, we need to adjust the calculation. The average number of
keys per node should be roughly 2.67 {as 2/3 of 4 keys).

+ Recalculate the number of nodes using the average number of keys per node (approximately
2.67)

Adjusted number of nodes Total keys E =z 45 noedes
Average keys per node 2067
The minimum number of nodes required to store 120 keys in the B* Tree is 45 nodes, as the nodes
need to be distributed properly according to the 2/3 full property.
Information Booster:
1. B* Tree Properties:
o A B* Tree is a balanced tree that maintains its properties through the 2/3 full property, ensuring
that each node (except the root) contains at least 2/3 of its maximum capacity.
o Order of B* Tree refers to the maximum number of children each node can have, which directly
influences the number of keys that can be stored.
2. 2/3 Full Property: The 2/3 full property ensures that nodes are kept relatively balanced in terms

of key storage, ensuring efficient searching and maintaining low height in the tree.

3. Efficiency of B® Tree: B* Trees are typically used in databases and file systems where efficient
search, insertion and deletion eperations are crucial. They are preferred for systems that need to
handle large datasets due to their balanced nature and ability to store many keys in each node.

4. Height of B* Tree: The height of a B* Tree directly impacts the perfermance of search, insertion,
and deletion operations. Lower tree heights lead to faster access times because fewer nodes need to
be traversed.

5. Applications of B* Trees: B* Trees are commonly used in applications like databases and file
systems where large amounts of data need to be stored and accessed efficiently. Examples include
SQL databases and indexing systems.

Additional Knowledge:

B* Tree vs B - Tree: B* Trees are a variant of B - Trees, with additional refinements such as the 2/3 full

property, which ensures that the tree remains more balanced compared to regular B - Trees,
especially under frequent updates.

Q24. Consider the statements regarding generalization and specialization:
1. Generalization is top-down, specialization is bottom-up.

2. Generalization reduces schema size, specialization expands it.
3. Both always produce the same entity sets.

4. Both remove inheritance.

Which statement is true about generalization and specialization?
1. Generalization is top-down, specialization is bottom-up

2. Only 2

3. Both always produce the same entity sets

4. Both remove inheritance

Answer:

B
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Sol:

In generalization, multiple lower-level entities with common attributes are combined into a higher-
level entity, leading to schema simplification and size reduction.

In specialization, a higher-level entity is divided into multiple lower-level entities (subclasses) based on
distinguishing features, which leads to schema expansion.

Hence, the statement that generalization reduces schema size and specialization expands it is true.
Information Booster:

1. Generalization is a bottom-up approach, combining entities to simplify design.

2. Specialization is a top-down approach, splitting entities for more detailed modeling.

3. Generalization minimizes redundancy, while specialization adds granularity.

Additional Knowledge:

Generalization is top-down, specialization is bottom-up: Incorrect — specialization is top-down,
generalization is bottom-up.

Both always produce the same entity sets: False — they produce different sets of entities and attributes
based on abstraction direction.

Both remove inheritance: Incorrect — both introduce or preserve inheritance in the schema.

Q25. Which of the following correctly differentiates OLAP from OLTP?

1. OLAP deals with transactional updates, OLTP with analytical queries.

2. OLAP stores current data, OLTP stores historical data.

3. OLAP focuses on complex queries, OLTP focuses on routine operations.

4. OLAP is normalized, OLTP is de-normalized.

Answer:

C

Sol:

(c) OLAP focuses on complex queries, OLTP focuses on routine operations:

Correct: OLAP is designed for complex queries that involve large amounts of data, aggregations, and
multi-dimensional analysis (such as business intelligence tasks). OLTP, on the other hand, is designed
for routine operations, where quick, simple queries are used to update records or retrieve data for
transactional applications (e.g., order placement, inventory updates).

Information Booster:

OLTP (Online Transaction Processing):

Focus: Supports day-to-day transactional activities.

Data: Stores current data (e.g., real-time records).

Operations: Handles routine operations such as order processing, inventory updates, banking
transactions, etc.

Database Design: Normalized to ensure data integrity and efficiency for frequent updates.

OLAP (Online Analytical Processing):

Focus: Supports complex queries for data analysis.

Data: Stores historical data for trend analysis, business reporting, and decision-making.

Operations: Focuses on complex queries like aggregations, multi-dimensional analysis, and reporting.
Database Design: Denormalized (e.g., using star or snowflake schemas) to improve query performance
for analytical queries.

Additional Knowledge:

(a) OLAP deals with transactional updates, OLTP with analytical queries:

Incorrect: This is the opposite of what actually happens. OLAP is used for analytical queries (such as
complex aggregations and data analysis) to make business decisions, while OLTP is focused on
transactional updates (i.e., processing routine business operations like sales transactions, order
processing, etc.).
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(b) OLAP stores current data, OLTP stores historical data:

Incorrect: OLTP stores current transactional data because it handles real-time operations (e.g.,
inventory management, banking). On the other hand, OLAP systems often store historical data because
they are used for analytical purposes over long periods (e.g., trend analysis, performance metrics).

(d) OLAP is normalized, OLTP is de-normalized:

Incorrect: Actually, the opposite is true. OLTP systems are typically normalized to reduce redundancy
and improve the efficiency of transactional queries. OLAP systems are often denormalized to improve
the speed of read-heavy analytical queries and to support multidimensional analysis (e.g., through star
schemas or snowflake schemas).

Q26. Which of the following OLAP operations is most computationally expensive on a large data
warehouse cube?

1. Slice

2. Dice

3. Roll-up
4. Drill-down
Answer:

B

Sol:

In Online Analytical Processing (OLAP), data warehouse cubes are used to analyze multidimensional
data. The basic OLAP operations include slice, dice, roll-up and drill-down, each providing different
ways to navigate and aggregate data.

OLAP Operations:

1. Slice:

A slice operation selects a single level of a given dimension and "slices" the data along this dimension.
For example, slicing the data along a particular year or region.

Computational cost is relatively low because you are reducing the dimensionality and working with a
subset of the cube.

2. Dice:

The dice operation is a more complex operation than slicing. It selects specific values from multiple
dimensions to create a subcube. For example, selecting data for a particular combination of years,
regions, and product categories.

Dice is computationally more expensive than slice because it reduces the data across multiple
dimensions and generates a smaller but still multi-dimensional view of the data.

3. Roll-up:

Roll-up is an aggregation operation where data is summarized by climbing up the hierarchy in one or
more dimensions. For example, summarizing data from the product level to the category level.

It is computationally intensive, but less so than dice because it involves aggregation, not the selection
of data from multiple dimensions.

4. Drill-down:

Drill-down involves going deeper into the hierarchy, typically to a more granular level (e.g., from yearly
data to monthly or from country to city-level data).

This operation involves expanding data rather than aggregating it, which can be computationally
intensive, but is generally less costly than dice.

Why Dice is the Most Expensive?

The dice operation selects a subset of data across multiple dimensions. The more dimensions you select,
the more computationally expensive the operation becomes because it requires scanning and retrieving
specific data from several axes of the cube.
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The complexity of the dice operation arises because it must handle multiple filter conditions across
multiple dimensions simultaneously.

Information Booster:

1. OLAP Cubes: These are multi-dimensional data structures that allow fast querying and analysis of
large datasets. They are designed to be used in data warehousing environments to perform complex
queries in an optimized manner.

2. Multi-dimensional Analysis: OLAP operations help users to "slice" and "dice" data across various
dimensions to get insights. Dimensions typically represent business hierarchies such as time (year,
quarter, month), geography (country, region, city) and other business-related attributes.

3. Data Aggregation: Operations like roll-up and drill-down are primarily used for data summarization
or refinement. Roll-up aggregates data to a higher level, while drill-down breaks down data into finer
granularity.

Additional Knowledge:

Efficiency of OLAP Operations: The efficiency of OLAP operations depends on the data warehouse
design, especially how data is stored and indexed. Data cubes are typically pre-aggregated for faster
query performance, but operations like dice may still be costly because they require filtering across
multiple dimensions.

Optimization: To reduce the computational cost of OLAP operations, techniques like indexing,
partitioning and pre-aggregation are commonly used in data warehouse systems.

Q27. Match the OLAP operation with its correct functionality:

List -1 List - 1I
(Operation) (Functionality)
A. | Slice I. | Change dimension orientation
B. | Dice II. | Select subset of cube on multiple dimensions
C. | Roll-up I1I. | Aggregate data to higher level
D. | Pivot IV. | Select subset of cube on single dimension

1. A-1V, B-I], C-III, D-1

2. A-II, B-1V, C-11I, D-1

3. A-1V, B-11], C-1I, D-I

4. A-l, B-II, C-1V, D-III

Answer:

A

Sol:

1. Slice (A):

Definition: The Slice operation involves selecting a subset of a data cube by fixing a specific value for
one of the dimensions. It essentially reduces the dimensionality of the cube by selecting one slice.
Functionality: This corresponds to selecting a subset of the cube on a single dimension.

Match: A - IV

2. Dice (B):

Definition: The Dice operation selects a subset of the cube by specifying values for multiple dimensions.
It essentially selects a block (or a slice) of the data.

Functionality: This corresponds to selecting a subset of the cube on multiple dimensions.

Match: B = 11

3. Roll-up (C):

Definition: The Roll-up operation aggregates data to a higher level by climbing up the hierarchy in a
dimension. For example, you can roll up from days to months or from months to years.

Functionality: This corresponds to aggregating data to a higher level.

Match: C — III
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4. Pivot (D):

Definition: The Pivot operation changes the orientation of the data, allowing users to view it from a
different perspective (i.e., rotating the cube to swap dimensions).

Functionality: This corresponds to changing dimension orientation.

Match: D = |

Information Booster:

1. Slice: Reduces the dimensionality of the data cube by fixing one dimension.

2. Dice: Allows you to select a specific subset from the data cube by specifying multiple dimensions.

3. Roll-up: Aggregates data, essentially summarizing it at a higher level of the hierarchy (e.g., from
individual sales data to yearly totals).

4. Pivot: Rotates the data cube for a different perspective on the data, helping to analyze it from various
angles.

Q28. Which of the following restrictions apply to Java Applets running in a browser sandbox?

1. They can read/write local files without restriction.

2. They cannot make any network connections.

3. They can only connect to the server from which they were downloaded.

4. They can execute operating system commands directly.

Answer:

C

Sol:

Java Applets run within a sandbox environment for security reasons, meaning that they are restricted
in what they can do to prevent malicious activities.

Information Booster:

1. Java Applet Sandbox:

A sandbox is a security mechanism that isolates untrusted code from critical system resources to
prevent malicious behavior.

The restrictions placed on applets running in the sandbox limit the potential for harm to the user’s
system.

2. Same-Origin Policy: This policy ensures that an applet can only interact with the same server that
served it, preventing malicious applets from accessing external servers.

3. File System Restrictions: Applets are not allowed to read or write to the local file system without
explicit permissions.

4. Security Manager: The Java security manager controls what resources applets can access. For
instance, it can block access to files, network, or system commands.

5. Network Connections in Applets: Java Applets can initiate network connections, but only to the
originating server due to the Same-Origin Policy, thus mitigating cross-site scripting and other network-
based attacks.

Additional Knowledge:

Option (a) They can read/write local files without restriction — Incorrect, because Java Applets are
restricted from reading or writing to the file system to protect user data. Applets are restricted from
accessing local files to prevent potential malicious activities. They cannot directly read or write files on
the local machine unless they are granted explicit permissions via a security manager (which was rarely
the case).

Option (b) They cannot make any network connections — Incorrect, because Applets can make network
connections but are restricted to the server from which they were downloaded. Applets can make
network connections, but they are restricted to connecting only to the server from which they were
downloaded due to the Same-Origin Policy. This prevents them from making arbitrary connections to
other servers for security reasons.
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Option (d) They can execute operating system commands directly — Incorrect, because Applets are not
allowed to execute operating system commands due to security concerns. Applets are restricted from
executing operating system commands or accessing system resources for security reasons. This ensures
that applets cannot perform malicious operations on the user's system.

Java Applets, once a popular method for creating interactive web applications, are now considered
deprecated due to security concerns and the rise of more modern web technologies such as JavaScript,
HTMLS5 and WebAssembly.

Q29. Which of the following is true about the default constructor in Java?

[. A default constructor is explicitly defined by the user.

[I. A default constructor takes parameters.

[1I. A default constructor is automatically provided by Java if no constructors are defined.
[V. A default constructor cannot be overloaded.

1. Onlyl

2. Onlyll

3. OnlylandIl
4. Only III
Answer:

D

Sol:

In Java, a default constructor is automatically generated by the compiler if the programmer does not
provide any constructors in the class. It initializes instance variables to their default values (e.g., 0 for
integers, null for objects).
Information Booster:
1. A default constructor is created automatically by Java only if no other constructors are defined in the
class.
2. It does not take any parameters and initializes variables to their default values.
3. If a user defines any constructor (with or without parameters), Java does not create a default
constructor.
Example:
class Example {

int value;

public static void main{String[] args) {

Example obj = new Example();

System.out.println{obj.value);

¥
Additional Knowledge:

A default constructor is explicitly defined by the user: If explicitly defined, it is no longer a default
constructor but a no-argument constructor.

A default constructor takes parameters: Default constructors do not take parameters; constructors with
parameters are explicitly defined by the user.

A default constructor cannot be overloaded: Constructors can be overloaded by providing different
parameter lists.

A default constructor initializes instance variables to custom values: Custom initialization requires an
explicitly defined constructor. Default constructors initialize variables to default values only.

Q30. Which of the following are TRUE about constructors in C++?
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A. A constructor can be overloaded.

B. A constructor does not have a return type.

C. A constructor must be declared as a friend function.

D. A constructor is called when an object is destroyed.
Choose the correct answer from the options given below:

1. B,C,Donly
2. B,Conly
3. A B,Conly
4. A, Bonly
Answer:

D

Sol:

In C++, constructors have special properties that define how objects are initialized. Constructors do not
have return types, and they can be overloaded to allow different ways of object creation.

1. A constructor can be overloaded.

This is true. Overloading allows defining multiple constructors with different parameters, which can be
helpful in providing various ways to initialize an object.

2. A constructor does not have a return type.

This is true. Unlike other functions, constructors do not have a return type, not even void.

Information Booster

Constructors cannot be friend functions because they are part of the class and designed to initialize the
object.

Constructors are called only during object creation. When an object is destroyed, destructors (not
constructors) are called.

Q31. Only legal pointer operations:

A. pointer + number — pointer

B. pointer - number = number

C. pointer + pointer — pointer

D. pointer - pointer — pointer

E. pointer - pointer = number

Choose the most appropriate answer from the options given below:

1. A B,COnly

2. A, B,D Only

3. A BOnly

4. A E Only

Answer:

D

Sol:

Let's analyze each of the given pointer operations to determine which are legal in C programming:
Pointer Operations in C:

1. Pointer + Number — Pointer (A):

Legal: Yes, when you add a number to a pointer, you move the pointer forward by that number of
elements (based on the type the pointer points to). For example, if ptr is a pointer to an integer, ptr + 2
will move the pointer ahead by two integers.

2. Pointer - Number — Number (B):

Not Legal: This operation is not legal. Pointer - number is legal, but subtracting a pointer from a number
is not. The number should be subtracted from the pointer, not the other way around. So, ptr - 2 (pointer
minus number) is legal, but 2 - ptr (number minus pointer) is not valid in C.
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In summary:

Correct: Pointer - number is valid.

Incorrect: Number - pointer is invalid.

3. Pointer + Pointer — Pointer (C):

Not Legal: Adding two pointers is not allowed in C. You can only add a number to a pointer, not another
pointer. This operation is not valid.

4. Pointer - Pointer — Pointer (D):

Not Legal: Subtracting two pointers results in a number (specifically the difference in the number of
elements between them). The result is an integer, not a pointer.

5. Pointer - Pointer —» Number (E):

Legal: Yes, subtracting two pointers of the same type gives the difference in the number of elements
between them, and the result is an integer (ptrdiff_t).

Correct Conclusion:

Legal operations: A (pointer + number — pointer), E (pointer - pointer — number).

Final Answer: (d) A, E Only

Information Booster:

1. Pointer Arithmetic: Pointer arithmetic is one of the most powerful features of C, used for efficient
memory management. However, there are restrictions on how pointers can be manipulated:

Valid: Adding an integer to a pointer, subtracting an integer from a pointer, and subtracting two
pointers (if they point to elements of the same array).

Invalid: Adding two pointers or subtracting a pointer from a number.

2.Why B is not Legal? Pointer - number is legal, as it means moving the pointer backward by the number
of elements specified. It’s crucial to understand that pointer arithmetic depends on the size of the data
type the pointer is pointing to.

Additional Knowledge:

ptrdiff_t: The result of subtracting two pointers is of type ptrdiff_t, a signed integer type that represents
the difference between two memory addresses in terms of the number of elements of the type the
pointer is pointing to.

Q32. Which of the following is a correct way to declare a functional pointer in C?

1. int *func (int, int);

2. int (*func) (int, int);

3. int (func*) (int, int);

4. int *func* (int, int);

Answer:

B

Sol:

Function pointers allow functions to be passed as arguments, stored in variables, and returned from
other functions.

int (*func)(int, int); declares func as a pointer to a function that takes two int arguments and returns an
int.

Parentheses around *func are essential to make it a pointer to a function instead of a function returning
an integer pointer.

Information Booster:

Use Cases:

1. Function pointers are crucial for implementing callbacks in C.

2. They are used in dynamic dispatch for handling different types of functionalities.

Additional Knowledge:
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Pointer Syntax Nuances: C's syntax for pointers and function pointers is intricate, often confusing new
programmers.

Application in Real-World Programming: Function pointers are heavily used in graphics programming
and event-driven programming.

Q33. Given the following array declaration in C:
intarr[5] ={1, 2, 3, 4, 5};
Which of the following pointer expressions refers to the value arr[3]?

1. *(arr + 3)
2. arr[3]
3. *(arr+4)
4. &arr[3]
Answer:

A

Sol:

In C, arrays and pointers are closely related. The array name (arr) in C represents a pointer to the first
element of the array. We can manipulate arrays using pointer arithmetic.

Let’s break down each option:

Option (a) *(arr + 3): This is the correct pointer expression.

arr is a pointer to the first element of the array (arr[0]).

arr + 3 moves the pointer 3 elements ahead, so it points to arr[3].

* dereferences this pointer, so *(arr + 3) gives us the value at arr[3], which is 4.

This is the correct expression.

Option (b) arr[3]:

arr[3] directly accesses the value at index 3 of the array, which is 4.

This is correct but it is not a pointer expression as the question asks for. It is simply array indexing.
Option (c) *(arr + 4): This expression points to arr[4], not arr[3].

arr + 4 moves the pointer 4 elements ahead, so it points to arr[4].

* dereferences this pointer, giving the value at arr[4], which is 5.

This is incorrect because it refers to arr[4], not arr[3].

Option (d) &arr[3]:

&arr[3] gives the address of arr[3], not the value at arr[3].

This is a reference, not a dereference, so it does not give the value of arr[3].

This is incorrect because it gives the address, not the value.

Conclusion:

The correct pointer expression that refers to the value arr[3] is Option (a): * (arr + 3).

Information Booster:

1. Array and Pointer Relationship: In C, the name of an array (arr) is treated as a pointer to its first
element. Therefore, expressions like *(arr + n) are valid ways to access array elements, where n is the
index.

2. Pointer Arithmetic: Pointer arithmetic allows us to access elements of an array by adding an integer
to a pointer. For example, arr + 3 gives a pointer to the fourth element of the array (arr[3]), and
dereferencing it (*(arr + 3)) gives the value stored at that location.

3. Dereferencing and Addressing:

Dereferencing a pointer (*ptr) gives us the value stored at the address the pointer is pointing to.
Addressing an element (&arr[n]) gives us the memory address of that element.

Additional Knowledge:

Understanding pointer arithmetic and array indexing in C is crucial for efficient manipulation of data in
arrays and memory.
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Q34. Which of the following statements about pointers in C are TRUE?

A. Pointers can be used to access array elements.

B. Pointers can store the address of another pointer.

C. Pointers are automatically deferenced in expression.

D. Pointers cannot be used to access structure members.

Choose the correct answer from the options given below:

1. Aand Conly

2. Aand B only

3. Band Conly

4. Cand D only

Answer:

B

Sol:

A. Pointers can be used to access array elements: (True) Pointers can be used to traverse arrays and
access array elements using pointer arithmetic.

B. Pointers can store the address of another pointer: (True) Pointers can hold the memory address of
other pointers, creating multi-level pointers.

C. Pointers are automatically dereferenced in expression: (False) Pointers need to be explicitly
dereferenced using the * operator.

D. Pointers cannot be used to access structure members: (False) Pointers can access structure members
using the -> operator.

Information Booster:

1. Pointers and Arrays: Pointers can traverse arrays by storing the address of the array’s first element.
2. Pointer-to-Pointer: Multi-level pointers (e.g., int **ptr) can hold the address of another pointer.
Additional Knowledge:

Dereferencing Pointers: Explicit dereferencing is required in expressions, where the * operator
retrieves the value stored at the memory address.

Accessing Structure Members: The -> operator is used to access structure members through pointers.

Q35. Match the LIST - I with LIST - II.

List -1 List - I1
(Process) (Functions)
A Internet message Access I A protocol that allows email clients to retrieve emails
" | Protocol (IMAP) ) from a mail server.
Address Resolution Protocol Used for remove login to another computer over a
B. I1.
(ARP) network.
C. | Post Office Protocol (POP) 1L A protocol that maps IP addresses to MAC addresses on a
local area network.
D. | TELNET v A protocol that allqws accessing email on the server
without downloading them.

Choose the correct answer from the options given below:
Match the columns.

1. A-l, B-], C-III, D-1V

2. A-1IJ, B-1V, C-1, D-II

3. A-1V, B-II], C-1, D-II

4. A-1V, B-11I, C-1I, D-I

Answer:

D
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Sol:

Let's break down each process in LIST-I and match it with the correct function from LIST-II:

A. Internet Message Access Protocol (IMAP): IMAP is a protocol used for email retrieval. It allows email
clients to access and retrieve emails from a mail server without having to download them. Therefore,
IMAP corresponds to IV in LIST-II:

IV. A protocol that allows accessing email on the server without downloading them.

B. Address Resolution Protocol (ARP): ARP is used to map IP addresses to MAC addresses on a local
area network. Therefore, ARP corresponds to IIl in LIST-II:

[1I. A protocol that maps IP addresses to MAC addresses on a local area network.

C. Post Office Protocol (POP): POP is a protocol used for email retrieval. It allows email clients to
download emails from a mail server. Therefore, POP corresponds to Il in LIST-II:

II. A protocol that allows email clients to retrieve emails from a mail server.

D. TELNET: TELNET is a protocol used for remote login to another computer over a network. Therefore,
TELNET corresponds to I in LIST-II:

I. Used for remote login to another computer over a network.

Information Booster:

1. IMAP (A) allows access to emails directly on the server and supports email synchronization across
multiple devices.

2. ARP (B) helps devices on a local network map IP address to physical MAC addresses to ensure proper
data routing.

3. POP (C) allows email clients to download emails from the server, but once downloaded, they are
typically removed from the server.

4, TELNET (D) enables remote login and is often used for administrative access to remote machines.

Q36. A host sends a TCP segment to a remote network (different subnet). Order the local events (ARP
cache empty):

1. ARP for default gateway’s MAC

2. TCP segment + [P packet built

3. Ethernet frame built with gateway MAC

4. IP forwards to next hop (gateway)

1. 2-1-53-4

2. 1-2-3-4

3. 2-3-1-4

4. 4-51->2-3

Answer:

B

Sol:

When a host sends a TCP segment to a remote network (on a different subnet), and the ARP cache is
empty, the following sequence of events occurs:

1. Step 1: ARP for default gateway’s MAC:

The host needs to send the packet to a remote network, so it must forward the packet to its default
gateway (router). Since the ARP cache is empty, the host will first send an ARP request to resolve the
MAC address of the default gateway.

2. Step 2: TCP segment + IP packet built:

After receiving the gateway's MAC address (via ARP reply), the host proceeds to construct the TCP
segment (Layer 4) and encapsulate it in an IP packet (Layer 3). The IP packet contains the destination
IP address, which is the IP address of the remote network.

3. Step 3: Ethernet frame built with gateway MAC:

29 Telegram | Instagram | TestPrime | Adda247 App
For Admission Query Call Us : 09800002247


https://applink.adda247.com/d/XhqWf9lSap
https://applink.adda247.com/d/XhqWf9lSap
https://t.me/Adda247ugcnet
https://www.instagram.com/ugc_adda247./
https://www.adda247.com/product-testseries/79075/test_pass_title?couponcode=PRIME&productId=97811
https://play.google.com/store/apps/details?id=com.adda247.app&hl=en&pli=1

i

The host then builds an Ethernet frame (Layer 2) to deliver the IP packet to the default gateway. The
destination MAC address in the Ethernet frame is set to the MAC address of the gateway obtained from
the ARP reply.

4. Step 4: IP forwards to next hop (gateway):

The Ethernet frame is transmitted to the default gateway, which will then forward the IP packet to the
next hop (either directly or through other routing devices) towards the final destination on the remote
network.

Information Booster:

1. ARP (Address Resolution Protocol): ARP is used to map an IP address to a MAC address. If the MAC
address is not found in the ARP cache, the host sends an ARP request to the network to retrieve it.

2. Ethernet Frame: The Ethernet frame is the lowest layer in the network stack, which encapsulates the
IP packet (Layer 3) and is responsible for transferring the data on the local network using MAC
addresses.

3. Routing: The default gateway is the router used when a host needs to send data to a remote network.
The host forwards the packet to the gateway, and the gateway is responsible for routing the packet to
the correct destination.

Additional Knowledge:

ARP Cache: The ARP cache stores IP-to-MAC address mappings, allowing the host to avoid repeated
ARP lookups for the same destination. If the cache is empty or the entry has expired, ARP is used to
resolve the address.

Default Gateway: The default gateway is the router that a host uses to communicate with devices on
other networks. If the destination is not within the same subnet, the host forwards the packet to the
default gateway.

Q37. What is the primary function of the ARP (Address Resolution Protocol) in a network?

1. To find the MAC address corresponding to a known IP address.

2. To map IP addresses to domain names.

3. To convert NetBIOS names to IP addresses.

4. Toresolve known MAC addresses to [P addresses.

Answer:

A

Sol: The Address Resolution Protocol (ARP) is used to find the MAC address associated with a known
[P address. This protocol operates within a local network to match the IP address to a physical address
(MAC address), which enables data transmission between devices on the same network.

Information Booster:

1. Network Communication: ARP facilitates communication between devices by ensuring that IP
addresses are matched with correct MAC addresses.

2. Local Network Operation: ARP functions within the local network, as MAC addresses are not used
across multiple networks.

3. ARP Table: Devices maintain an ARP table that stores recent IP-MAC address mappings, which
reduces repeated ARP requests.

Additional Knowledge:

Mapping IP to Domain Names: This function is handled by DNS (Domain Name System), not ARP.
NetBIOS Name Resolution: NetBIOS over TCP/IP uses a different process for resolving names to IP
addresses.

[P to MAC Resolution: ARP does not work in the opposite direction (MAC to IP); it specifically finds MAC
addresses for given IP addresses.

MAC to IP Resolution: Reverse ARP (RARP) was used for this purpose historically but is now largely
obsolete.
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Q38. A classless address is given as 167.199.170.82/27. The number of addresses in the network is:
1. 64 addresses

2. 32 addresses

3. 28 addresses

4. 30 addresses

Answer:

B

Sol:

The subnet mask of /27 indicates that 27 bits are reserved for the network, leaving 5 bits for host
addresses. This provides a total of 25 = 32 addresses.

Information Booster

1. Subnet Mask: /27 means the first 27 bits of the IP address are used for the network.

2. Host Calculation:

Number of host bits =32 - 27 = 5.

Total addresses = 25 = 32.

3. Usable Addresses: Out of 32 addresses, 2 are reserved (network and broadcast), leaving 30 usable
addresses.

4. Application: Classless addressing allows efficient utilization of I[P addresses by subnetting.
Additional Knowledge

A /28 subnet provides 24 = 16 addresses.

Classful addressing is less efficient due to fixed subnet sizes.

CIDR (Classless Inter-Domain Routing) allows variable-length subnet masks for flexibility.

Q39. In [Pv4 addressing, given the IP address 192.168.16.45/28, what is the subnet mask and the
number of usable hosts in this subnet?

1. 255.255.255.240, 30 hosts

2. 255.255.255.248, 14 hosts

3. 255.255.255.240, 14 hosts

4. 255.255.255.224, 30 hosts

Answer:

C

Sol: Subnet Mask: The CIDR notation /28 corresponds to a subnet mask of 255.255.255.240. This subnet
mask leaves 4 bits for host addresses in the last octet (32 total bits - 28 network bits = 4 bits for hosts).
Number of Usable Hosts: With 4 bits for hosts, the total number of host addresses is 274 = 16. However,
the first address is reserved as the network address, and the last address is the broadcast address,
leaving 14 usable IP addresses for hosts.

Information Booster:

1. CIDR Notation (/28): The /28 indicates that 28 bits are used for the network portion of the address,
and the remaining 4 bits are used for hosts.

2. Subnet Mask: The corresponding subnet mask for /28 is 255.255.255.240, which means that 28 of
the 32 bits are fixed for the network portion.

3. Usable Hosts: With 4 bits for hosts, there are 24 = 16 total IP addresses, but only 14 usable because 2
are reserved (network and broadcast addresses).

Additional Knowledge:

Class C Address: 192.168.16.45 falls within the Class C IP address range, where the default subnet mask
is 255.255.255.0. However, with CIDR /28, the subnet is divided further into smaller segments.
Network Address Calculation: For 192.168.16.45/28, the network address is 192.168.16.32, and the
broadcast address is 192.168.16.47.
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Q40. When discussing network addressing, which of the following is a Class C private IP address range?
1. 10.0.0.0 - 10.255.255.255

2. 172.16.0.0 - 172.31.255.255

3. 192.168.0.0 - 192.168.255.255

4. 169.254.0.0 - 169.254.255.255

Answer:

C

Sol: The 192.168.0.0 - 192.168.255.255 range is reserved for private networks and is not routable on
the public internet. It is commonly used in home, office and enterprise LAN environments.
Information Booster:

1. Private IP Addresses: Used for internal networks, preventing direct exposure to the internet.
2.Network Address Translation (NAT): Allows private IPs to communicate with the internet via a public
IP address.

3. Other Private Ranges: Includes 10.0.0.0/8 and 172.16.0.0/12 for large organizations.

Additional Knowledge:

* 10.0.0.0/8 is used in corporate and cloud environments.

¢ 172.16.0.0/12 is for medium-sized networks.

* 169.254.0.0/16 is for APIPA (Automatic Private IP Addressing) when DHCP fails.

Q41. You are configuring a network and need to assign the IP address 10.192.0.79 to a device. If the
subnet mask is 255.255.255.0, which of the following statements is TRUE?

[. The IP address 10.192.0.79 is in the subnet 10.192.0.0/24.

II. The IP address 10.192.0.79 is a broadcast address for the subnet 10.192.0.0/24.

[II. The IP address 10.192.0.79 is a network address for the subnet 10.192.0.0/24.

[V. The IP address 10.192.0.79 is an invalid IP address for the subnet 10.192.0.0/24.

1. OnlylI

2. Only Il

3. Only III

4. OnlyIV

Answer:

A

Sol: To determine the correct answer, let's analyze step by step:

1. Subnet Information:

The given subnet mask is 255.255.255.0, which translates to /24.

This means the subnet includes all IP addresses in the range 10.192.0.0 to 10.192.0.255.
2. Broadcast Address:

For a /24 subnet, the broadcast address is always the last IP in the range.

In this case, the broadcast address is 10.192.0.255.

3. Network Address:

The network address is the first IP in the subnet range.

In this case, the network address is 10.192.0.0.

4.Valid Host IPs:

Valid host IPs are all the addresses between the network address and the broadcast address, excluding
both.

For this subnet, the valid host IP range is 10.192.0.1 to 10.192.0.254.

5. Analysis of the IP Address 10.192.0.79:

The IP 10.192.0.79 falls within the valid host range (10.192.0.1 to 10.192.0.254).
Therefore, it is a valid host address in the subnet 10.192.0.0/24.
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Information Booster:

A /24 subnet contains 256 total IPs, where the first is the network address, the last is the broadcast
address, and the rest are valid host IPs.

Always calculate the subnet range carefully to determine if an IP belongs to the network.

Additional Knowledge:

1. Subnet Mask Notation:

255.255.255.0 = /24 = 256 total IPs.

Subnet masks define how many bits are reserved for the network portion of the address.

2. Broadcast Address:

It is used for communication with all devices in a subnet and is always the last IP in the subnet range.
3. Host IPs:

Host IPs are the usable addresses within the subnet, excluding the network and broadcast addresses.

Q42. Match the following:

List - I (Primitive) List - II (Primary Use)
A. | AES I. | Public-key encryption / key transport
B. | RSA II. | Symmetric encryption
C. | HMAC I1I. | Integrity and message authentication
D. | Digital Signature (e.g.,, ECDSA) | IV. | Non-repudiation and signer authenticity

1. A-II, B-1II, C-1V, D-1

2. A-III, B-II, C-1, D-1V

3. A-II, B-I, C-III, D-1V

4. A-1V, B-II, C-III, D-I1

Answer:

C

Sol: Let’s match the primitives with their primary uses:

A. AES: AES (Advanced Encryption Standard) is a symmetric encryption algorithm. It is used for
symmetric encryption, where the same key is used for both encryption and decryption.

Match: A — II (Symmetric encryption)

B. RSA: RSA is an asymmetric encryption algorithm commonly used for public-key encryption and key
transport. It allows for secure communication between two parties where one uses a public key for
encryption and the other uses a private key for decryption.

Match: B — I (Public-key encryption / key transport)

C. HMAC: HMAC (Hash-based Message Authentication Code) is used for ensuring integrity and message
authentication. It combines a hash function with a secret key to provide both integrity verification and
authentication.

Match: C - III (Integrity and message authentication)

D. Digital Signature (e.g., ECDSA): Digital Signatures, such as ECDSA (Elliptic Curve Digital Signature
Algorithm), provide non-repudiation and signer authenticity. They verify the identity of the sender and
ensure that the message has not been altered.

Match: D = IV (Non-repudiation and signer authenticity)

Information Booster:

1. AES (Advanced Encryption Standard): AES is a symmetric encryption algorithm widely used in
modern cryptography. It is efficient and secure, operating on fixed block sizes of 128 bits and
supporting key sizes of 128, 192, and 256 bits.

2.RSA (Rivest-Shamir-Adleman): RSA is a widely-used public-key encryption algorithm that is essential
in secure communications, often used in protocols such as HTTPS, for encrypting data and performing
key exchanges.
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3. HMAC (Hash-based Message Authentication Code): HMAC is used to ensure data integrity and
authenticity, providing a mechanism to verify that the received message has not been tampered with
and is indeed from the sender.

4. Digital Signatures (e.g., ECDSA): Digital signatures provide cryptographic proof of the authenticity of

a message or document, ensuring that the signer cannot deny signing the message (non-repudiation),
and validating the sender's identity.

Q.43 Arrange the steps in mid-peoint circle algerithm for rasterizing a circle:
1. Initialize decision parameter py = 1-r.
2. Plot initial point (0, r) and symmetric points in all octants,
3. Increment x, update decision parameter.
4 fp, < 0,y = w else decrement y.
5. Repeat until x = w.

Al—-2—-3—-4-5
B.2—=1—-3—-4-5
C1—-3—-2—-4-=5
DLZd—=3—-1—-4-=5

Answer: A

Sol: The Mid-Point Circle Algerithm is a widely used algorithm for rasterizing circles on a grid-based
display. It incrementally plots points on the circle’s perimeter by calculating points in one octant and
using symmetry to plot the points in all the other octants.

Step-by-5tep Breakdown:

1. Initialize decision parameter: Start by initializing the decision parameter p, to 1-r, where r is the
circle’s radius. This parameter helps in determining whether to increment or decrement the y
coordinate as you progress through the algorithm.

2. Plot the initial points: Plot the initial point (0, r) on the circle and use the symmetry of the circle
to plot points in all eight ectants of the circle. This means you plot the points symmetrically at the
positions derived from the original [0, r) point.
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3. Increment x and update decision parameter: Increment the x coordinate to move along the
perimeter of the circle. After each step, the decision parameter p;, is updated based on whether the
previous point was inside or outside the circle,

4, Conditionally adjust y: If p, < 0, the next point in the circle remains at the same y value as the
previous point. If g, = 0, it indicates the decision to move to a different y-coordinate {decrement the y

valug).
5. Repeat until x = y: Continue this process, incrementing x and updating y until the x value becomes

greater than or equal to the y value, This ensures that you have covered all necessary points on the
circle.

Information Booster:

1. Symmetry: The algorithm takes advantage of the symmetry of the circle to compute only one
octant and then uses that to plot the remaining points. This drastically reduces computation.

2. Decision parameter: The decision parameter p: is key to determining the next pixel. If g is
positive, the next pixel is in the outer part of the circle, and if it's negative, it's on the inner part of the
circle.

3. Efficiency: The Mid-Point Circle Algorithm is efficient because it uses integer-only arithmetic
(addition and subtraction), making it faster than methods that involve floating-point operations.
Additional Knowledge:

. Symmetry of a circle: The circle has eight octants [quarters of the plane), and plotting one octant
and reflecting it across the axes is a key feature of efficient circle rasterization algorithms.

. Rasterization: This process of converting geometric shapes (like circles) into pixels on a grid is
fundamental in computer graphics, especially in 2D rendering.

Q44. Which line drawing algorithm minimizes floating-point operations while generating a line
between two points?

1. Digital Differential Analyzer

2. Mid-Point Circle Algorithm

3. Bresenham’s Line Algorithm

4. Scan Line Polygon Fill

Answer:

C

Sol:

The Bresenham’s Line Algorithm is a famous algorithm used for drawing lines on digital displays. It is
specifically designed to avoid floating-point operations, which makes it efficient for hardware
implementations and pixel-based displays, where integer-only operations are typically preferred.

Key points of Bresenham's Line Algorithm:

The algorithm uses integer arithmetic (only additions and subtractions of integers) to calculate the
points on the line, which avoids the computational overhead of floating-point operations.

The algorithm computes the next pixel to plot based on the decision variable, which is updated using
simple integer operations.

This algorithm is fast and efficient because it avoids the use of complex mathematical calculations like
multiplication and division.
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Information Booster:

1. Efficiency: Algorithms like Bresenham’s are preferred in graphics hardware because they avoid
floating-point operations, which are slower than integer operations.

2.DDA vs. Bresenham's: DDA is simpler but slower due to the use of floating-point calculations, whereas
Bresenham'’s avoids floating-point arithmetic and performs faster by using integer arithmetic.

3. Applications: Bresenham’s Line Algorithm is widely used in computer graphics and displays for
efficient rendering of lines, circles, and other shapes.

4. Related algorithms: The Mid-Point Circle Algorithm also avoids floating-point arithmetic and is
optimized for drawing circles in a similar manner to how Bresenham's is optimized for lines.
Additional Knowledge:

Scanline Polygon Fill: This algorithm works by determining the parts of the screen to be filled based on
the scanlines, and while it involves integer arithmetic, it doesn't directly minimize floating-point
operations like Bresenham's does for line drawing.

Rasterization: Both Bresenham’s and DDA are examples of rasterization algorithms, which are used to
convert vector-based graphics into pixel-based images (raster images).

Q45. In line drawing algorithms, which method is known for using only integer addition and subtraction
without floating-point arithmetic?

1. Digital Differential Analyzer (DDA)

2. Bresenham’s Line Algorithm

3. Midpoint Circle Algorithm

4. Flood-fill Algorithm

Answer:

B

Sol:

Bresenham'’s Line Algorithm is well-known for its efficiency, using only integer addition, subtraction
and bit-shifting operations to determine which pixels to illuminate when drawing a line. It avoids
floating-point operations, making it faster and ideal for computer graphics hardware. DDA uses
floating-point calculations, while the other algorithms address different shapes or filling.

Information Booster:

1. Bresenham’s algorithm incrementally chooses pixel positions.

2. It minimizes computational overhead for line rasterization.

3. DDA uses floating-point arithmetic, slower on older hardware.

4. Midpoint algorithms are used for circles and ellipses, not lines.

5. Flood-fill is a filling algorithm for enclosed areas.

6. Bresenham’s method produces smooth and accurate lines.

7.1t is widely implemented in graphics libraries and hardware.

Additional Knowledge:

DDA approximates slopes using increments, less efficient.

Midpoint circle algorithm extends Bresenham'’s principles for curves.

Q46. Given below are two statements:

Statement [: Bezier curves are curves that interpolate all of their control points.

Statement II: A cubic bezier curve has four control points.

In the light of the above statements, choose the correct answer from the options given below:
1. Both Statement I and Statement Il are correct.

2. Both Statement I and Statement Il are incorrect.

3. Statement I is correct but Statement Il is incorrect.

4. Statementl is incorrect but Statement Il is correct.
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Answer:
D
Sol:

Let's evaluate each statement:

Statement [: "Bezier curves are curves that interpolate all of their control points."

Incorrect. Bezier curves do not necessarily interpolate all of their control points. Instead, they are
influenced by the control points, but they only pass through the first and last control points. The
intermediate points are used to define the shape of the curve, but the curve does not necessarily pass
through them (unless the degree of the curve is increased, or special cases are used).

Statement II: "A cubic Bezier curve has four control points."

Correct. A cubic Bezier curve has exactly four control points. The cubic Bezier curve is defined by four
points: the two endpoints and two control points that influence the shape of the curve.

Information Booster:

1. Bezier Curves:

0 A Bezier curve is a parametric curve used in computer graphics, particularly in vector graphics and
animation. The curve is defined by a set of control points. The most common types of Bezier curves are:
Linear Bezier curve (2 control points)

Quadratic Bezier curve (3 control points)

Cubic Bezier curve (4 control points)

o The curve does not necessarily interpolate the control points, especially for higher-order Bezier
curves. It is influenced by these control points.

2. Cubic Bezier Curve:

0 A cubic Bezier curve is defined by four control points, often written as PO, P1, P2 and P3, where PO
and P3 are the endpoints, and P1 and P2 are the control points that define the shape of the curve. The
general formula for a cubic Bezier curve is:

B(t)=(1 - t)*P0 + 3(1 - t)*tP1 + 3(1 - t)t*P2 + £'P3

0 The curve starts at P0 and ends at P3, and it is shaped by the control points P1and P2,

Additional Knowledge:

« Higher Degree Bezier Curves: Higher-degree Bezier curves (such as quartic, quintic, etc.) can
interpolate more control points. A Bezier curve of degree n will have n+1 control points. For example,
a quartic Bezier curve will have 5 control points, and a quintic Bezier curve will have 6.

Q.47 Suppose a Bezier curve P(t) is defined by the following four control peints in the xy — plane:
Pop = (—2,0); Py = (—2,4); P: = (2,4); and P; = (Z,0). Then, which of the following
statements are correct?

A. Bezier curve P(t) has degree 3.

1 .

B.P(3)=(0,3)

C. Bezier curve P(t) may extend outside the convex hull of its control points.
Choose the correct answer from the options given below:

A. (A) and (B) only
B. (A) and (C) only
C. (B) and (C) only
D. (A), (B} and (C)

Answer: A
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S5ol:
1. Understanding Bezier Curves: 4 Bezier curve is defined by its control points.
The degree of the curve is n — 1, where n is the number of control points.
2. Degree of the Bezier Curve:
¢ The curve is defined by 4 control points: B, By, P, P,
¢ Degree=4-—1 =3,
*  Statement A is true.

. - 1
3. Finding P {J -
& A cubic Bezier curve is given by the equation:
B(t) = (1 —£)%Fy + 3t(1 —£)°F, + 3t* (1 — t)B: + 'Ry

Substituting t = 3,

Simplify each term:

(-9 =it - (1)

e ~ e =2p =ic2a = (-1.8) = (-2.15)
e 3 () (1-Yr=in =@ =(i15)

e (m= 2p =2(20) = (5.0).

Summing these terms:

ot . 3 e 3 1 ,

(z) _( 4" ) +[: el )+(4'1'5) * (4'“) = (03)

Statement B is true.

4. Convex Hull Property: Bezier curves always lie within the convex hull of their
control points, Statement C is false.

[nformation Booster:

1. Degree of Bezier Curves: The degree is always n — 1, where n is the number of
contral points.

2. Applications: Bezier curves are widely used in computer graphics, animation,
and path modeling.

Additional Knowledge:

+ Control Points: Control points influence the shape of the curve, but the curve
doesn't pass through all of them (except for the endpoints].

¢+ De Casteljaun's Algorithm: A recursive algorithm for evaluating Bezier curves at
any point t.

Q48. Match List-I with List-II:

List-1I List - II
(Graphics Concepts) [Descriptions/Techniques)
A. | Ray Tracing i. | Technique for hidden surface removal
B. | Gouraud Shading ii. | Smooth shading using vertex intensities
C. | Z-Buffer Algorithm iii. | Simulates realistic lighting and shadows
D. | Phong Reflection Model | iv. | Calculates intensity per pixel for realism

Match the columns.

- (A)-(iii), (B)-(i1), (C)-(i), (D)-(iv)

- (A)-(iv), (B)-(iii), (C)-(ii), (D)-(i)

- (A)-(1), (B)-(iv), (C)-(iii), (D)-(ii)

- (A)-(ii), (B)-(1), (C)-(iv), (D)-(iii)

Answer:

A

Sol:

(A) Ray Tracing — (iii):

Ray tracing is a technique that simulates realistic lighting and shadows by tracing the path of rays of
light as they interact with objects in the scene.

A OWON=
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It handles reflections, refractions, and shadows accurately.

Example: Used in movie animations and games for high-quality rendering.

(B) Gouraud Shading — (ii):

Gouraud shading is a smooth shading technique that interpolates vertex intensities across the surface
of a polygon.

It provides a smooth appearance but may miss specular highlights.

(C) Z-Buffer Algorithm — (i):

The Z-buffer algorithm is a technique for hidden surface removal.

It maintains a depth buffer to track the closest object for each pixel.

Example: Used in rendering pipelines to resolve depth conflicts.

(D) Phong Reflection Model — (iv):

The Phong reflection model calculates intensity per pixel, considering ambient, diffuse, and specular
components for realistic shading.

Unlike Gouraud shading, it computes lighting at each pixel, producing smoother highlights.
Information Booster:

1. Ray Tracing: Computationally expensive but produces high-quality images with accurate shadows,
reflections, and transparency effects.

2. Shading Techniques:

Flat Shading: Constant color per polygon.

Gouraud Shading: Smooth shading with vertex interpolation.

Phong Shading: Smooth shading with pixel-level intensity calculation for better realism.

3. Hidden Surface Removal Algorithms:

Z-Buffer Algorithm: Depth-based technique.

Painter's Algorithm: Renders objects farthest to nearest.

Scanline Algorithm: Works on one row of pixels at a time.

4. Phong vs. Gouraud Shading:

Gouraud: Faster but misses specular highlights.

Phong: Slower but more accurate with better surface detail.

Additional Knowledge:

Applications of Ray Tracing:

Real-time rendering in modern GPUs for games (RTX).

High-end VFX for movies.

Importance of Z-Buffer: Essential for resolving visibility problems in 3D graphics pipelines.

Shading in Graphics: Shading determines how light interacts with surfaces, essential for realistic
rendering in computer graphics.

Q49. Match List - [ with List - II.

List - I (IP Address) | List - II (Class)

A. 10.20.30.40 I. | ClassE
B. 210.20.30.3 II. | Class B
C. 180.30.100.10 | III. | Class A
D. 252.5.15.11 IV. | Class C

Choose the correct answer from the options given below:
1. A-lI, B-1I1, C-I, D-1V

2. A-l, B-1V, C-II, D-III

3. A-L, B-1I, C-1V, D-III

4. A-III, B-1V, C-II, D-I

Answer:

D
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Sol:

1. Class A: 0.0.0.0 to 127.255.255.255 (e.g., 10.20.30.40).

2. Class B: 128.0.0.0 to 191.255.255.255 (e.g.,, 180.30.100.10).

3. Class C: 192.0.0.0 to 223.255.255.255 (e.g., 210.20.30.3).

4. Class E: 240.0.0.0 to 255.255.255.255 (e.g., 252.5.15.11).

Information Booster:

[P Address Classes: IP addresses are divided into classes (A, B, C, D and E) based on their range, used
primarily to organize networks.

Q50.COCOMO s , Function Point is , Delphi is ,and Putnam Model is

1. Algorithmic, Metric-based, Expert-based, Statistical distribution

2. Expert-based, Algorithmic, Metric-based, Statistical distribution

3. Metric-based, Statistical distribution, Expert-based, Algorithmic

4. Algorithmic, Expert-based, Metric-based, Statistical distribution

Answer:

A

Sol:

COCOMO (Constructive Cost Model): An algorithmic model that uses mathematical equations based on
project size and parameters.

Function Point Analysis: A metric-based technique that evaluates software size by quantifying
functionality.

Delphi Technique: An expert-based method using iterative expert judgment for estimates.

Putnam Model (SLIM): Based on statistical distribution (Rayleigh curve) for modeling effort and time.
Thus, the correct mapping is: COCOMO — Algorithmic Function Point — Metric-based Delphi — Expert-
based Putnam Model — Statistical distribution

Information Booster:

1. COCOMO focuses on cost estimation using algorithmic formulas.

2. Function Point measures functional size, independent of programming language.

3. Delphi uses consensus from multiple experts to refine estimates.

4, Putnam Model applies the Rayleigh distribution for predicting manpower and schedule.

5. Each represents a different approach to software estimation.

Additional Knowledge:

(b) Expert-based, Algorithmic, Metric-based, Statistical distribution: Wrong because COCOMO is
algorithmic, not expert-based.

(c) Metric-based, Statistical distribution, Expert-based, Algorithmic: Wrong order; mixes Function Point
and Putnam.

(d) Algorithmic, Expert-based, Metric-based, Statistical distribution: Wrong; Function Point is metric-
based, not expert-based

Q51. Consider the following statements regarding the COCOMO (Constructive Cost Model):
[. COCOMO is used to estimate the cost, effort, and schedule of software projects.

II. The model is divided into three levels: Basic, Intermediate, and Advanced.

[II. COCOMO does not consider factors like team experience or hardware constraints.

IV. The Intermediate COCOMO level uses cost drivers to refine estimates.

V. The Advanced COCOMO incorporates detailed factors like reuse and documentation.
Which of the above statements are TRUE?

1. LI, IVand V

2. L llland IV

3. I, lITand IV
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4. 1,11and III

Answer:

A

Sol:

Statements [, I, [V and V are correct as they reflect the key aspects of the COCOMO model: its usage,
levels, and refinements at different stages. However, statement IIl is false because the Intermediate and
Advanced levels of the model do consider factors like team experience, hardware and other constraints,
which significantly impact the effort and cost estimation.

Information Booster:

1. COCOMO's Purpose: The COCOMO model is widely used for estimating effort, cost, and time in
software development projects.

2. Three Levels:

Basic: Provides a rough estimate based on size.

Intermediate: Considers cost drivers like experience, tools, and hardware.

Advanced: Adds further refinements like documentation and reuse.

3. Cost Drivers: The Intermediate and Advanced levels refine estimates using environmental and
technical factors.

Additional Knowledge:

Basic COCOMO: Assumes uniformity in projects and is best suited for small-scale, less complex systems.
Intermediate COCOMO: Refines estimates by incorporating factors like team experience, product
complexity and hardware constraints.

Advanced COCOMO: Uses subsystems and detailed cost drivers for very large and complex projects. It
includes considerations like reuse of components, system reliability and documentation needs.

Q.52 According to Basic COCOMO Maodel, the development effort for semi-detached software is given
by:
A E = 3.0 = (KLY Py
B. E = 3.0 = (K LOC)" Py
€. E=24= (KL PM
0. E = 2.8 = (KLY PM

Answer: B

Sol: |n the COCOMO (Constructive Cost Model), there are different models based on the type of
software project being developed. In the Basic COCOMO Medel, the development effort
equation depends on the project category: organic, semi-detached, or embedded. For semi-
detached software projects, which have a mix of experienced and inexperienced developers
and moderate complexity, the standard effort estimation formula is:

E = 3.0 = (KLOC)""™ PM
This formula reflects higher complexity than organic projects but less rigidity than embedded
ones. Hence, option (a) correctly represents the Basic COCOMO effort equation for semi-
detached projects.
Information Booster:
1. Basic COCOMO Model: An empirical software cost estimation model proposed by Barry
Boehm.
2. Semi-detached projects: Medium-sized projects with moderate constraints and mixed
team experience.
3. Effort unit: Measured in Person-Months {PM].
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4, Exponent significance (1.12): Indicates super-linear growth of effort with size due to
increasing complexity.
5. Coefficient (3.0): Calibrated constant specific to semi-detached projects.

6. Usage: Provides early-stage effort estimation when only KLOC is known.

Additional Knowledge:

* Reference formulas (Basic COCOMO):
¢ Organic: E = 2.4 « (KLOC)™™
o Semi-detached: £ — 3.0 « (KLOC)""
o Embedded: £ — 3.6 « (KLOC)™

Q53. Which are model-based software estimation approaches?

1. COCOMO II

2. Function Point Analysis (with calibration)

3. Wideband Delphi

4. Use Case Points

1. Only 1 and 2

2. Only2and3

3. Only1,2and4

4. Only 2,3 and 4

Answer:

C

Sol:

Model-based estimation approaches use mathematical or empirical models that correlate measurable
software attributes (like size, complexity, or effort drivers) with development effort and schedule.
Among the given options, COCOMO II, Function Point Analysis (with calibration), and Use Case Points
are all model-based techniques, as they rely on defined formulas and parameters derived from
historical or statistical data. In contrast, Wideband Delphi is an expert-judgment method, not a model-
based approach.

Information Booster:

1. COCOMO II (Constructive Cost Model):

Developed by Barry Boehm; uses size metrics (e.g., KSLOC) and cost drivers.

Formula: Effort = A x (Size)"B x M, where A, B, and M are calibration constants.

Provides effort, schedule, and staffing predictions based on historical data.

2. Function Point Analysis (FPA):

Quantifies system functionality by counting inputs, outputs, interfaces, and data files.

With calibration, adjusts values based on environmental and technical complexity factors.

3. Use Case Points (UCP):

Estimates effort using the number and complexity of use cases and actors.

Includes technical and environmental weightings for accuracy.

4. Model-Based Estimation:

Relies on empirical data and statistical modeling.

Produces repeatable, objective estimates compared to expert-driven methods.

5. Applications: Used during project planning and feasibility analysis to predict effort, cost, and
schedule.

6. Accuracy Improvement: Achieved through organization-specific calibration using past project data.
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7. Tools: Estimation models are often implemented in software like SEER-SEM, SLIM, or Costar.

Additional Knowledge:

(1) COCOMO II: Model-based; quantitative model with empirical equations.
(2) Function Point Analysis: Model-based when calibrated; relies on weighted functional metrics.
(3) Wideband Delphi: Expert-based; uses consensus estimation among domain experts, not

mathematical modeling.

(4) Use Case Points: Model-based; mathematically derives effort from quantified use case metrics.
Model-based approaches depend on quantitative formulas calibrated from real data, making them more
objective and scalable than judgment-based methods like Delphi.

Q.54 Given the following COCOMO model estimation parameters:

« Estimated number of lines of code (LOC): 50,000
« Cost driver: Organic (with a multiplier of 2.4)
. The Basiec COCOMO formula: Effort — o = (KLOC)"

What is the estimated effort (in person-months) using the Basic COCOMO model, where a = 2.4 and

b = 1.052

A.124.83 person-months
B. 98.74 person-months
C. 148.56 person-months
D. 85.91 person-months

Answer: A

Sol: Given:
- Estimated number of lines of code (LOC) = 50,000
- Cost driver: Organic (with a multiplier of 2.4)
» Basic COCOMO formula:
Effort = a = (KLOC)"
where:
+a = 2.4 (for Organic type project)
b =105

Step 1: Convert LOC to KLOC

COCOMO uses KLOC (Kilo Lines of Code), which is the number of thousands of lines of code.

L
KL
" 1000
Substitute the value of LOC:
N . ab,000
KL 1000 50

Step 2: Apply the Basic COCOMO formula

Mow, use the Basic COCOMO formula to calculate the effort:

Effort — a » (KLOC)"

Substitute the given values:

Effort = 2.4 » (50)-"™

Step 3: Calculate (50)""

To calculate the exponent:

(50)" == 52.015

Step 4: Calculate the final effort

Mow, multiply the result by a = 2.4:

MertE ffort = 2.4 x 52015 == 124 83 persopn-mont hs
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Q55. Given a project that uses the COCOMO model with an estimated effort of 2000 person-months and
a productivity rate of 5 person-month per KLOC, what is the estimated size of the project in KLOC?
1. 200

2. 400

3. 100

4. 50

Answer:

B

Sol:

COCOMO Formula:

Size (KLOC) Effort Productivity

Calculation: Size = 2000 / 5 = 400KLOC

Information Booster:

COCOMO Model: A widely-used estimation model for project size and effort in software engineering.

Q.56 Estimation of software development effort for organic software in basic COCOMO is:

A E =24« (KLOC)""™ PM
B. E = 3.4 = (KLOO)""™ PM
C. E =20 = (KLOC)"™ PM
D. E =24 = (KLOO)" PM

Answer: A

Sol: The COCOMO (Constructive Cost Model) is a software cost estimation model that helps in
estimating the effort required for software development. It uses the KLOC (Kilo Lines of Code) as
the input parameter to estimate the effort in person-months (PM).

In basic COCOMO, there are three types of software projects:

1. Organic: Small, simple software projects with a small team of developers.

2. Semi-Detached: Intermediate-sized software projects.

3. Embedded: Large, complex software projects with strict requirements.

The formula for estimating software development effort in erganic software using the basic

COCOMO model is:

E = 2.4 x (KLOC)"" PM

Where:

+ E is the effort in person-months (PM),

« KLOC is the number of thousands of lines of code (Kilo Lines of Code),

+ The constants 2.4 and 1.05 are derived from empirical data for organic software projects.

Given:

« The formula for organic software in basic COCOMO is:

E = 2.4 x (KLOC)"" PM
Information Booster:
1. COCOMO (Constructive Cost Model): COCOMO is a software estimation model developed by Barry
Boehm in the 1980s. It is used to estimate the effort, time and cost required for software development
based on the size of the software (measured in KLOC) and various cost drivers.
2. COCOMO Model Versions:
Basic COCOMO: Provides a simple estimation based only on KLOC (lines of code).
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Intermediate COCOMO: Uses additional factors (cost drivers) such as product complexity, hardware
constraints and developer experience.

Detailed COCOMO: Adds even more detailed factors and provides a more precise estimate.

3. Organic Software: Organic software refers to small, well-understood software projects typically
developed by a small team. The basic COCOMO model assumes that the software is small, relatively
simple and does not require much coordination between a large number of developers.

4, KLOC (Kilo Lines of Code): The unit "KLOC" refers to thousands of lines of code and is a common
metric used to measure the size of a software project. For example, a 50 KLOC project means that the
software has 50,000 lines of code.

Additional Knowledge:

Person-Month (PM): A person-month is a unit of work, representing the amount of effort one person
would expend in one month. In software development, it is used to measure the total effort required to
complete the project.

Cost Drivers: In advanced versions of COCOMO, the effort estimate is further refined by cost drivers,
which include factors such as:

Developer experience,

Hardware constraints,

Required reliability,

Complexity of the software, etc.

Q57. Arrange the following in the increasing order of coupling from lowest coupling to highest coupling:
A. Common Coupling

B. Stamp Coupling

C. Control Coupling

D. External Coupling

E. Content Coupling

Choose the correct answer from the options given below:

1. E,ACB,D
2. D,B,AEC
3. BCDAE
4. C,A B DE
Answer:

C

Sol:

In software engineering, coupling refers to the degree of interdependence between software modules.
The lower the coupling, the better the modularity and maintainability of the system.

The correct answer is (c) B, C, D, A, E because it orders the coupling types from the weakest to the
strongest within the given set. Stamp coupling is the least intrusive here—modules share a composite
record/struct and typically use only parts of it. Control coupling is stronger since one module steers
another’s logic via flags or control parameters. External coupling binds modules to outside
formats/devices/interfaces, increasing rigidity beyond mere control flow. Common coupling shares
global data, creating broad, hard-to-track dependencies. Content coupling is the strongest (worst),
where a module reaches into another’s internals or its code structure.

Information Booster

1. Definition Ladder (weak — strong in this list): Stamp (B) = Control (C) — External (D) - Common
(A) — Content (E).

2. Stamp Coupling (B):

o Type: Share a whole record/struct; callee uses only some fields.

o Example: Passing Customer when only Customer.id is used.
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o Applications/Uses: Common in APIs where DTOs are passed; acceptable when records are stable.

o Advantages: Lower logical dependency than control/common/content; clearer interfaces than
globals.

o Disadvantages: Over-passing data can hide what’s truly needed; potential for unintended future use
of extra fields.

3. Control Coupling (C):

Type: Caller sends flags/modes that alter callee’s internal flow.

Example: processOrder(order, isExpress=true).

Applications/Uses: Mode switches, feature toggles.

Advantages: Single entry point for multiple behaviors.

Disadvantages: Logical entanglement; callee behavior depends on external control knowledge.
External Coupling (D):

Type: Dependence on external data formats, protocols, device interfaces, environment variables.
Example: Two modules tightly bound to a specific CSV column order or hardware driver spec.
Applications/Uses: File 1/0, device comms, third-party protocol integrations.

Advantages: Standardization through external contracts.

Disadvantages: Fragile to external changes; versioning/compatibility burdens.

Common Coupling (A):

Type: Multiple modules share the same global data area/state.

Example: Global configuration map read/written by many modules.

Applications/Uses: Legacy systems, quick prototyping.

Advantages: Easy access to shared state.

Disadvantages: Hidden side effects, poor testability, tight ripple effects across the system.

Content Coupling (E):

Type: One module accesses/modifies another’s internal data or jumps into its code.

Example: Directly manipulating another class’s private fields or using offset-based memory pokes.
Applications/Uses: Rarely justified; seen in low-level hacks/legacy code.

Advantages: None architecturally; only short-term hacks.

Disadvantages: Breaks encapsulation; maximal fragility; maintenance nightmare.

Practical Tip (Exam & Projects): Prefer interfaces that pass only needed data (data coupling, not in
optlons) If you must pass a struct, keep it stable and documented (stamp). Avoid control flags when
separate functions or strategy patterns can express intent. Treat globals as last resort; never reach into
internals.

Additional Knowledge:

Lower coupling is desirable in software design as it increases modularity, testability, and
maintainability.

High coupling increases complexity, risk of errors and tight dependency, making changes harder to
manage.

NO O O o OO0 OO0 OO0 U0 OO0 0O M~MOO O O O

Q58. Which of the following statements about cohesion and coupling is correct?
1. High cohesion within a module improves maintainability.

2. Low coupling between modules reduces dependency.

3. High coupling improves modularity.

4. Low cohesion is preferred for reusable components.

1. 1and 2 are correct

2. 1and 3 are correct

3. 2 and 4 are correct

4. All statements are correct.

Answer:
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A

Sol:

Let's break down the statements one by one:

Statement 1: "High cohesion within a module improves maintainability."

Correct. High cohesion means that the elements within a module are closely related in functionality. A
module with high cohesion is easier to understand, maintain, and modify, since all its components work
towards a single, well-defined purpose. This improves maintainability and reduces the likelihood of
introducing errors when making changes.

Statement 2: "Low coupling between modules reduces dependency."

Correct. Low coupling means that modules do not depend heavily on each other. When modules are
loosely coupled, they can function independently, which reduces dependencies and makes it easier to
modify or replace one module without affecting others. This also enhances modularity and simplifies
testing and maintenance.

Statement 3: "High coupling improves modularity."

Incorrect. High coupling means that modules are strongly dependent on each other. This reduces
modularity, as changes to one module might require changes to many other modules. High coupling
leads to a more tightly interwoven system, making it harder to modify or maintain.

Statement 4: "Low cohesion is preferred for reusable components."

Incorrect. Low cohesion means that a module performs many unrelated tasks, which makes it harder
to understand and reuse. Reusable components typically have high cohesion, as they perform a well-
defined and focused task. High cohesion increases the reusability of components because it
encapsulates specific functionality and reduces dependencies.

Information Booster:

1. Cohesion refers to how closely related the responsibilities and functions within a module are. A highly
cohesive module has a clear and focused purpose, making it easier to maintain, test and reuse.

2. Coupling refers to the degree of dependence between modules. Low coupling is desired because it
makes the system more modular, flexible, and easier to maintain. It reduces the impact of changes and
allows for better scalability and extensibility.

Q59. Match List - [ with List - 1L

List - I (Software List - II
design principles) (Definition)
' Degree to which one module relies on another
A. Cohesion L.
module.
B. Coupling II. | Dividing a software system into distinct modules.
C Abstraction 1L Degree to which elements of a module belong
together.
D. Modularity v Slmpllfy}ng complex reality by modeling classes
appropriate to the problem.

Choose the correct answer from the options given below:
Match the columns.

1. A-l, B-II, C-III, D-1V

2. A-1I, B-III, C-1V, D-1

3. A-III, B-I, C-1V, D-II

4. A-111, B-1vV, C-11, D-1

Answer:
C
Sol:
A. Cohesion (III: Degree to which elements of a module belong together)
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Cohesion refers to how closely related and focused the responsibilities of a single module are. It’s a
measure of the strength of relationship between elements within a module, which matches Definition
I11.

B. Coupling (I: Degree to which one module relies on another module)

Coupling indicates the level of dependency between modules. High coupling means modules are highly
dependent on each other, while low coupling means they are more independent. This aligns with
Definition I.

C. Abstraction (IV: Simplifying complex reality by modeling classes appropriate to the problem)
Abstraction is a design principle that focuses on hiding complex details and showing only the necessary
aspects of an object, which allows a simpler view of the reality being modeled. This matches Definition
IV.

D. Modularity (II: Dividing a software system into distinct modules)

Modularity is the practice of dividing a software system into separate components or modules that can
be developed, tested, and maintained independently. This aligns with Definition II

Q60. Alpha and Beta testing are forms of:

1. White - Box Testing

2. Black - Box Testing

3. Acceptance Testing

4. System Testing

Answer:

C

Sol:

Alpha and Beta testing are acceptance testing techniques performed to validate the software against
user needs and ensure readiness for deployment.

Information Booster

1. Alpha Testing: Conducted by internal teams in a controlled environment to identify bugs and gather
feedback.

2. Beta Testing: Conducted by end users in real-world environments to uncover usability issues and
ensure satisfaction.

3. Purpose: Ensures the software meets business and user requirements before release.

4. Types of Acceptance Testing: Includes user acceptance testing (UAT), operational acceptance testing,
and contractual testing.

5. Outcome: Informs final improvements and confirms readiness for deployment.

Additional Knowledge

White-box testing involves testing internal code logic.

Black-box testing focuses on input-output behavior without internal knowledge.

System testing evaluates the entire integrated system.

Q61. Which statement correctly differentiates between alpha and beta testing?

1. Alpha testing is done by end users, whereas beta testing is done by developers.

2. Alpha testing is performed after release, while beta testing is done during coding.

3. Alpha testing occurs in a controlled environment; beta testing takes place at user sites.

4. Beta testing includes unit testing whereas alpha testing does not.

Answer:

C

Sol:

Alpha testing is typically done by the development team or internal testers in a controlled environment
before the product is released to external users. It focuses on finding bugs and issues in the software
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that can be addressed before release. On the other hand, beta testing is conducted by end users at user
sites, allowing them to test the product in a real-world environment. The goal of beta testing is to gather
feedback on the software's functionality, usability and performance in actual user conditions.
Information Booster

1. Alpha Testing:

Performed in-house by developers or quality assurance (QA) testers.

Occurs before the product release and is part of the internal testing phase.

It’s a controlled environment where the testing team checks for bugs, usability issues, and functionality
problems.

Involves internal testers, which could include developers, QA teams, or sometimes selected employees
of the organization.

2. Beta Testing:

Performed by real end users outside the development team, typically at user sites.

Occurs after alpha testing, once the product is deemed feature-complete but may still have minor bugs.
The objective is to test the product in real-world environments and receive feedback on how it behaves
in practical usage.

Helps gather feedback on user experience, usability and identify any remaining bugs that were not
caught during alpha testing.

3. Other Options:

(a) is incorrect because alpha testing is done in-house by developers or testers, not by end users. Beta
testing is what is done by the users.

(b) is incorrect because alpha testing is done before release, not after, and beta testing is done after
alpha testing, not during coding.

(d) is incorrect because beta testing does not involve unit testing. Unit testing is part of alpha testing or
earlier stages of the development cycle, focusing on testing individual components or units of the
software.

Additional Knowledge

Alpha testing may involve more rigorous testing scenarios and can include checks for things like system
integration, stress testing, and performance evaluation.

Beta testing allows real users to provide feedback on features, performance, and issues that might not
have been anticipated by the development team.

Both alpha and beta testing are important phases in the software release lifecycle, ensuring that the
product is robust and user-friendly before its final launch.

Q62. Match the following testing types with their correct description:

List - I (Testing Type) List - II
A. | Alpha Testing . | Testing individual modules.
B. | Beta Testing II. | Performed by actual customers.
C. | Regression Testing III. | Ensures new code doesn’t break old functionality.
D. | Unit Testing [V. | Testing by end users at development site.

1. A-LB-I,C-1I[,D-1V

2. A-1,B-L,C-1V,D-1II

3. A-lIL,B-I,C-LD-1V

4. A-1V,B-1I,C-1I,D-1

Answer:

D

Sol:

Each type of software testing has a specific focus and phase. Alpha testing is done by real users but
inside the developer’s premises. Beta testing takes place in the customer’s environment. Regression
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testing ensures that recent changes haven’t introduced new bugs in previously working modules. Unit
testing is a white-box technique used to verify the correctness of individual program units.
Information Booster:

1. Alpha Testing: Internal acceptance testing by user representatives.

2. Beta Testing: External acceptance testing in user’s environment.

3. Regression Testing: Prevents side effects due to code changes.

4., Unit Testing: Tests each program component in isolation.

Q63. In Basis Path Testing, if a program’s control flow graph has 8 nodes, 10 edges and 1 connected
component, what is the Cyclomatic Complexity?

1. 3
2. 4
3.5
4. 6
Answer:
B

Sol:

The Cyclomatic Complexity (V(G)) is a software metric used to measure the complexity of a program's

control flow graph (CFG). It represents the number of linearly independent paths through the program's

source code and is calculated using the following formula:

V(G)=E-N+2P

Where:

E is the number of edges in the control flow graph.

N is the number of nodes in the control flow graph.

P is the number of connected components in the graph.

Given:

Nodes (N) =8

Edges (E) =10

Connected components (P) =1

Now, applying the formula:
ViG)=10-8+2x1=10-8+2=4
Thus, the Cyclomatic Complexity of the program is 4.
Information Booster:
1. Cyclomatic Complexity: It helps in determining the complexity of a program by counting the
number of linearly independent paths. Higher complexity indicates that the program has more
decision points, making it harder to test and maintain.
2. Formula for Cyclomatic Complexity: V(G) = E- M + 2P is derived from graph theory and reflects
the number of independent paths in the control flow graph.
3. Control Flow Graph (CFG): The nodes represent program statements or decisions, and the edges
represent the control flow between them. Cyclomatic complexity helps in determining how many test
cases are needed to achieve full path coverage.
Additional Knowledge:
Cyclomatic complexity is widely used in software testing to ensure adequate test coverage. It is
especially useful for determining the minimum number of paths that must be tested to achieve full
coverage.

Q64. When estimating software projects using Lines of Code (LOC) and Function Points (FP), which of
the following statements is true?

A. LOC measures the size of a software project based on the number of lines of code written.

B. Function Points provide a more accurate estimation of effort compared to LOC.
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C. LOC estimation is independent of the complexity and functionality of the software.

D. Function Points can only be calculated after the software has been fully developed.

Choose the correct answer from the options given below:

1. A, Band Conly

2. Bonly

3. A, Cand D only

4. A, BandD only

Answer:

B

Sol:

A.LOC (Lines of Code) measures the size of a project based on the number of lines of code written. While
it provides some insight into the size of the code, it is not the most effective for estimating effort because
it does not account for the complexity or functionality of the software.

B. Function Points (FP) provide a more accurate estimation of the effort involved in developing a
software system, as they are independent of the programming language used and take into account the
complexity and functionality of the software being developed. They consider elements like inputs,
outputs, inquiries, files and interfaces to calculate the effort more effectively.

C. LOC estimation is dependent on the complexity and functionality of the software. A simple software
system may require fewer lines of code, while a more complex system may require more lines, making
LOC an inaccurate measure of effort or complexity on its own.

D. Function Points can be estimated early in the software development process, before the software is
fully developed. This makes FP a more predictive measure for effort estimation compared to LOC, which
requires the code to be written first.

Information Booster

1. Lines of Code (LOC):LOC is often used to measure software size, but it has limitations, such as:

It does not account for the quality or complexity of the code.

It can incentivize developers to write more lines of code unnecessarily, as longer code could be seen as
an indicator of greater work.

It depends heavily on the programming language and style of coding used.

2. Function Points (FP):

o Function Points are language-independent and focus on the functionality of the software, considering
inputs, outputs, and data storage requirements.

o Function Points are calculated during the requirements phase, allowing for early effort estimation
before coding begins.

o They provide a better estimation of the effort because they reflect how complex the software is from
a functional perspective, rather than just how many lines of code need to be written.

3. Comparison between LOC and Function Points:

o LOC tends to be biased towards certain languages and does not always correlate well with complexity
or functional effort.

o FPs provide a more consistent measurement of a software project's effort across different languages
and platforms, making them better suited for early project estimation and cross-project comparisons.
4. Effort Estimation in Software Development: Using function points gives a more predictive
understanding of the effort involved in developing software. It can also be used to track progress and
manage project scope over time.

Additional Knowledge

e Function Points for Agile Methodologies: In Agile projects, function points can help measure story
points and track how much effort is involved in implementing a feature from a functional perspective,
which helps in sprint planning.
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« Software Metrics: Software metrics, such as LOC and FP, are used to assess the efficiency, complexity
and progress of development. However, it’s crucial to combine multiple metrics, such as defect density
or customer satisfaction, to get a comprehensive picture of software quality.

Q65. The V-Model of software development is not ideal for projects where:

1. Requirements change frequently.

2. Each phase corresponds to a testing activity.

3. Proper verification and validation are essential.

4. The project follows a sequential approach.

Answer:

A

Sol:

The V-Model (Verification and Validation Model) is a sequential software development model derived
from the Waterfall model. It emphasizes a step-by-step development process, where each development
phase is directly associated with a corresponding testing phase. However, it assumes that requirements
are fixed at the beginning and do not change frequently. Therefore, when project requirements are
unstable or evolving, the V-Model becomes inefficient and costly to modify.

Information Booster:

1. The V-Model is suitable for well-defined, stable requirements with minimal expected changes.

2. It provides strong verification and validation alignment, ensuring high-quality output.

3. Itis not flexible, making it unsuitable for agile or rapidly changing environments.

Additional Knowledge:

Each phase corresponds to a testing activity: This is a core feature of the V-Model — for every
development stage, there is a matching testing phase.

Proper verification and validation are essential: The V-Model is specifically designed to ensure both —
hence, this is true for ideal use cases, not a limitation.

The project follows a sequential approach: This correctly describes the V-Model’s structure; sequential
flow is its fundamental characteristic, not a drawback.

Q66. Match the following:

List - I (Software Process . .
Models) List - II (Characteristics)
A | Waterfall Model L A model where each phase must be completed before the
next starts.
B. | Spiral Model IL Focuses on iterative risk analysis and refinements during
development.
c. | V-Model L Emphasizes testing at each stage in parallel with the
development phase.
D. | Agile Model v Encourages flexibility and iterative progress with customer
feedback.
1. A ,B=>I,C->1IL,D->1V
2. A-I,B->LC->I,D->1V
3. A-IlILB=I,C->1,D->1V
4 A-IV,B-oII,C->[D-1I
Answer:
A
Sol:

Let's match the software process models with their characteristics:
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1. Waterfall Model (A): I - The Waterfall model is a linear, sequential development process. Each phase
of development must be completed before moving on to the next phase, and there is no iteration back
to previous phases. This characteristic match "A model where each phase must be completed before the
next starts."

2. Spiral Model (B): II - The Spiral model focuses on iterative development with a strong emphasis on
risk analysis. The development progresses through repeated cycles (spirals), each including risk
analysis, planning, and refinement of the product. This matches "Focuses on iterative risk analysis and
refinements during development.”

3. V-Model (C): III - The V-Model emphasizes validation and verification. Testing is planned and
executed in parallel with each development phase, ensuring that each phase is tested as it is completed.
This matches "Emphasizes testing at each stage in parallel with the development phase."”

4. Agile Model (D): IV - The Agile model emphasizes flexibility, iterative progress, and collaboration with
customers throughout the development process. Feedback from customers is incorporated into the
development cycle to adjust and improve the product incrementally. This matches "Encourages
flexibility and iterative progress with customer feedback."

Information Booster:

1. Waterfall Model: It's one of the earliest software development models, ideal for projects with well-
defined requirements. However, it lacks flexibility and is not well-suited for projects where
requirements may change over time.

2. Spiral Model: The Spiral model is particularly useful for large, complex, and high-risk projects. Its
iterative nature allows for continuous improvement, but it requires more management and resources
for risk analysis.

3. V-Model: This model is an extension of the Waterfall model, emphasizing testing early in the
development process. It is commonly used in safety-critical systems like aerospace and medical
software, where validation and verification are crucial.

4. Agile Model: Agile methodologies (like Scrum, Kanban) focus on delivering small, incremental
updates through short iterations (sprints). It fosters continuous feedback, enabling quick adjustments
to changes in customer needs or market conditions.

Q67. Identify the correct statements from the following regarding spiral model.

A. Spiral model is an incremental process model.

B. Spiral model is a risk-driven process mode.

C. Spiral model is an acyclic balancing approach.

D. Spiral model involves a set of anchor point milestone.

Choose the correct answer from the options given below:

1. Aand B only

2. Band Conly

3. Aand D only

4. Band D only

Answer:

D

Sol:

The Spiral Model is a software development process model that combines elements of both design and
prototyping. Let's examine each of the statements given:

A. Spiral model is an incremental process model: Incorrect. While the spiral model does involve
iterations, it is not strictly incremental. The spiral model emphasizes risk analysis and management at
each iteration. It's a risk-driven model, but it doesn't strictly follow the incremental development
approach like some other models (e.g., Agile). The process involves repeating the phases of planning,
design, and testing, but these do not follow a simple incremental pattern.
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B. Spiral model is a risk-driven process model: Correct. The Spiral Model is risk-driven. This means that
it places a significant emphasis on risk management. Each iteration or "spiral" of the model involves
assessing and managing risks, which is a key feature of the model.

C. Spiral model is an acyclic balancing approach: Incorrect. The term "acyclic balancing” does not apply
to the spiral model. The spiral model is cyclic, not acyclic, because it involves repeated cycles (spirals)
of development, with each cycle building upon the last. Therefore, it doesn't fit the description of an
acyclic approach.

D. Spiral model involves a set of anchor point milestones: Correct. The Spiral Model uses anchor points,
which are milestones in the development process where important deliverables are reviewed. These
milestones help ensure that each iteration addresses the most critical aspects of the project, especially
the risk assessment, planning, and design phases.

Information Booster:

1. Risk-driven nature: The spiral model is risk-driven, and each phase focuses on addressing potential
risks in the project, making it suitable for complex projects.

2. Anchor points: These are crucial review milestones in the spiral model, ensuring that specific
deliverables are met before moving forward to the next iteration.

3. Cyclic development: The spiral model is cyclic and iterative, which distinguishes it from strictly
incremental or linear models. Each cycle focuses on further refinement and risk management.

Q68. Spiral model expands

1. Outwards clockwise

2. Inner anti-clockwise

3. Outwards anti-clockwise

4. Inner clockwise

Answer:

A

Sol:

The Spiral Model is a software development life cycle model that combines the features of the waterfall
model and iterative development. It is visualized as a spiral with many loops, each loop representing a
phase in the software process such as planning, risk analysis, engineering, and evaluation.

The spiral starts at the center and moves outwards in a clockwise direction. Each loop outward denotes
an incremental release of the product with increasing refinement and enhancement.

Information Booster:

1. Expansion Direction: The spiral model expands outwards, indicating progressive enhancement and
growth.

2. Rotation Direction: It follows a clockwise movement through the quadrants representing stages like
objective setting, risk assessment, development and evaluation.

3. Phased Iteration: Each loop through the spiral represents a new phase or iteration of the software
with evolving functionality.

4. Risk Handling: One of the main strengths of the spiral model is its emphasis on risk analysis at every
iteration.

Q69. Match the following:

List -1 List - 11
(Process Models) (Characteristics)
A. | Spiral Model I. Rigid structure with sequential phases.
B. | V-Model L. Uses risk analysis and prototyping.
C. | Waterfall Model [1L Incorporates validation and verification.
D. | Incremental Model IV. Delivers partial systems in builds.
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1. A-II, B-III, C-1, D- IV
2. A-III, B-II, C-1V, D-
3. A-1V, B-II, C-1, D- III
4. A-II, B-I, C-III, D-1V
Answer:

A

Sol:

Spiral Model uses risk analysis and prototyping to iteratively develop the system.

V-Model is an extension of the Waterfall model that emphasizes validation and verification at each
development phase.

Waterfall Model is a rigid, sequential structure where each phase follows the other in order.
Incremental Model develops and delivers partial systems in builds, progressively adding functionality.
Hence, the correct matching is (a) A-II, B-III, C-I, D-IV

Information Booster:

1. Spiral Model is highly iterative and risk-driven.

2. V-Model links testing phases directly to development phases.

3. Waterfall Model is simple but inflexible for changes.

4. Incremental Model balances early delivery and incremental development.

Q70. Which statement best distinguishes Web Engineering (WebE) from generic incremental models?
1. WebE mandates model-driven architecture for all layers.

2. WebE explicitly integrates content management, information architecture and usability engineering
into the lifecycle.

3. WebE disallows agile iterations due to content volatility.

4. WebE requires serverless deployment by default.

Answer:

B

Sol:

Web Engineering (WebE) differs from generic incremental models by its holistic approach that
combines technical development with content management, information architecture, and usability
engineering throughout the project lifecycle. Unlike standard incremental models, which primarily
emphasize software functionality delivery, WebE recognizes that web applications are content-rich and
user-centric systems. Therefore, it integrates multidisciplinary processes involving design, content, and
usability to ensure effective, accessible and maintainable web systems.

Information Booster:

1. Web Engineering (WebE) focuses on systematic, disciplined, and quantifiable approaches to web
application development.

2. It includes elements from software engineering, information architecture, content management, and
human-computer interaction (HCI).

3. WebE covers the entire lifecycle, from requirements and design to deployment, testing, and
maintenance.

4. Unlike traditional models, it addresses usability, accessibility, and navigational design as core
engineering activities.

5. WebE supports incremental and agile delivery, accommodating frequent updates and evolving
content.

6. It ensures the balance between functionality and user experience, which is critical in web-based
systems.

7. WebE also emphasizes security, scalability, and content version control, often missing in generic
models.
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Additional Knowledge:

(a) WebE mandates model-driven architecture for all layers: Incorrect — WebE can use model-driven
techniques, but it doesn’t mandate them universally.

(c) WebE disallows agile iterations: False — WebE encourages iterative and agile methods to manage
frequent content and design updates.

(d) WebE requires serverless deployment by default: Incorrect — Deployment architecture (server-
based or serverless) is a technical choice, not a WebE requirement.

What sets Web Engineering apart is its integration of content, structure, and usability into the
engineering process — making it far more multidisciplinary and user-oriented than generic
incremental approaches.

Q.71 The time complexity of an algorithm T{n), where n is the input size, is given by:

1
Tin)=T(n 1)+ -, in=>1
L
Tl =1 otherwise

The order of this algorithim is:

A log n
B.m

C.n"
D n”

Answer: A

S5ol: The given recurrence relation is:

1
T(n)=T(n 1) — forn =1, T(1)=1
Tl
To solve this recurrence, we can expand it step by step:

1
T(n) =T(n 1) | —
Tl
1
T — 1) =Tin - 2} + ——
L - 1
T 2)=T i)+ ——
[ 71 [T —

Continuing this process, we get:

T(n) = T(1) (1 L S l)

2 3 4 T
Since T(1) = 1, we can rewrite the recurrence as:
1 1 11
Tin) =1 — o — e —
() ( 2 3 T
1 1 1
The sum a3 ++ -t — i5 the harmonic sum, which is approximately log n for large n.
. TL

Thus, the overall time complexity is O log n).
Information Booster
. . 1 1 13 . . L .
1. The harmonic series (1 == grows logarithmically, meaning it is approximately
2 T
equal to log i a5 n inCreases.
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2. The recurrence is a classic example of problems where the time complexity can be determined by
summing the terms of a harmonic series.
3. In general, if a recurrence relation involves subtracting 1 from the input size and adding a

|
decreasing function (like —), the result often leads to logarithmic growth.
TE

4, log n complexity is much better than linear O(n), quadratic (}(n*), or exponential (){n") time
complexities for large inputs.

5. For algorithms with this recurrence, like certain divide-and-conquer algonthms, the los n
complexity indicates efficient scaling with larger problem sizes.

6. The harmonic sum grows slowly, meaning the algorithm will run efficiently even for large input
sizes.

7. In many real-world applications, algorithms with (J(log ) complexity are preferred for tasks like
searching, sorting and data retrieval.

Additional Knowledge

- Option (b) is incorrect because the recurrence relation does not grow linearly with n, but instead
grows logarithmically.

. Option (¢) is incorrect because n” would imply quadratic growth, which is much faster than
logarithmic growth.

- Option (d) is incorrect because n" growth is exponential, which is far too large for this recurrence
relation.

Q72. Consider the following statements:

(1) Depth-first search is used to traverse a rooted tree.

(2) Pre-order, Post-order, and In-order are used to list the vertices of an ordered rooted tree.

(3) Huffman’s algorithm is used to find an optimal binary tree with given weights.

(4) Topological sorting provides a labeling such that the parents have larger labels than their children.
Which of the above statements are true?

1. (1) and (2)

2. (3) and (4)

3. (1),(2) and (3)

4. (1),(2),(3)and (4)

Answer:

C

Sol:

Step 1: Analyze Each Statement

Statement (1): Depth-first search is used to traverse a rooted tree - True: Depth-first search (DFS) is
commonly used to traverse a tree. It explores as far as possible along each branch before backtracking,
making it suitable for tree traversal.

Statement (2): Pre-order, Post-order, and In-order are used to list the vertices of an ordered rooted tree
- True: Pre-order, Post-order, and In-order traversals are standard methods to list vertices of a rooted
tree in specific orders, especially when the tree is ordered.

Statement (3): Huffman'’s algorithm is used to find an optimal binary tree with given weights - True:
Huffman’s algorithm constructs an optimal binary prefix tree (Huffman Tree) based on a set of weights
(frequencies), minimizing the total weighted path length.
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Statement (4): Topological sorting provides a labeling such that the parents have larger labels than their
children - False: Topological sorting is applied to directed acyclic graphs (DAGs), not necessarily trees,
and it provides an ordering of vertices such that for every directed edge u — v, u appears before v. It
does not guarantee that parents have larger labels than their children in a tree structure.

Step 2: Conclusion

Statements (1), (2) and (3) are true.

Statement (4) is false.

Thus, the correct answer is (c): (1), (2) and (3).

Information Booster

1. Tree Traversals:

Pre-order: Visit root — left — right.

In-order: Visit left = root — right.

Post-order: Visit left — right — root.

2. Huffman’s Algorithm: Used in data compression, like in ZIP files and multimedia codecs, by creating
a tree based on symbol frequencies.

3. Topological Sorting: Commonly used in scheduling tasks where precedence constraints exist. Applied
to DAGs but not directly related to tree parent-child labeling.

Q73. Match List I with List II:

List -1 List - II
A. | Circular Queue L. Print Queue
B. | Priority Queue II. | CPU Scheduling
C. | Double Ended Queue III. | Dijkstra algorithm
D. | Simple Queue IV. | Palindrome checking

Choose the correct answer from the options given below:

1. A-], B-1I], C-1, D-IV

2. A-lI, B-11I, C-I, D-1V

3. A-II, B-11I, C-1V, D-1

4. A-1vV, B-1I, C-1II, D-1

Answer:

C

Sol:

In this question, the correct matching between List I and List II is option B. Here is the correct
explanation for the matching:

A. Circular Queue is used in II. CPU Scheduling. A circular queue is a data structure that allows elements
to be added and removed in a circular manner. It is especially useful in scenarios like CPU scheduling,
where processes or tasks are assigned to a limited number of processors and need to be managed in a
round-robin fashion, ensuring that each process gets a fair share of the CPU's time.

B. Priority Queue is used in III. Dijkstra Algorithm. A priority queue allows us to efficiently retrieve the
element with the highest priority. In the Dijkstra algorithm, this data structure is critical for selecting
the next node to process based on the shortest distance, which makes it suitable for finding the shortest
path in a graph.

C. Double Ended Queue (Deque) is used in IV. Palindrome Checking. A deque allows access to both ends
of the queue, which is ideal for palindrome checking because it allows comparing the first and last
characters, then moving inward until all characters are checked for symmetry.

D.Simple Queue is used in L. Print Queue. A simple queue operates in a First-In-First-Out (FIFO) manner,
which fits the needs of a print queue. As documents arrive in the print queue, the first document to
arrive is the first one to be printed.

Information Booster:
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1. Circular Queue in CPU Scheduling: A circular queue in CPU scheduling ensures that all processes are
given equal opportunity to use the CPU by cycling through them repeatedly. This avoids starvation
where some processes may never get scheduled. The circular nature of the queue allows for efficient
memory usage and guarantees that each process gets a fair turn.

2. Priority Queue in Dijkstra’s Algorithm: Priority queues play an essential role in algorithms like
Dijkstra’s algorithm, which finds the shortest path in a graph. In this case, the priority queue helps select
the next node with the smallest tentative distance, making the algorithm efficient. The priority queue is
implemented using a heap to ensure that the minimum distance node is accessed in logarithmic time,
leading to an overall efficient algorithm.

3. Deque in Palindrome Checking: A deque (Double-Ended Queue) is perfect for palindrome checking
because it allows access to both the front and the back of the sequence. By comparing the characters at
both ends and removing them from the deque one by one, you can efficiently check if the string reads
the same forwards and backwards, which is the definition of a palindrome.

4. Simple Queue in Print Queue: A simple queue operates in a FIFO (First-In, First-Out) manner, which
is the perfect behavior for a print queue where the first job sent to the printer should be the first one
printed. This ensures an orderly and predictable sequence of print jobs.

Q74. What is the space complexity of a tail-recursive implementation of Quick Sort on an array of size

n?

1. O(1)

2. O(n)

3. O(logn)
4. O(nlogn)
Answer:

C

Sol:

A tail recursive Quick Sort keeps only one subproblem in recursion while converting the other into an
iterative step. This significantly lowers stack depth, and under balanced partitioning, the auxiliary space
complexity becomes O(log n) because only logarithmic recursive levels are created.

Information Booster:

1. Tail recursion removes extra stack frames and keeps memory usage low.

2. Balanced partitions restrict recursion depth to log n.

3. Auxiliary space depends entirely on recursion stack growth.

4. Quick Sort becomes more memory efficient when implemented with tail recursion.

Additional Knowledge:

1. Option (a) O(1) This applies to purely iterative algorithms with no recursion stack.

2. Option (b) O(n) This occurs in unbalanced Quick Sort where recursion depth becomes linear.

3. Option (d) O(n log n) This denotes average time complexity, not space usage.

Q75. Arelation R on a set A is called a partial order if it is:

1. Reflexive, Symmetric and Transitive.

2. Reflexive, Antisymmetric and Transitive.

3. Irreflexive and Symmetric.

4. Symmetric and Transitive.

Answer:

B

Sol:

A partial order relation is a binary relation on a set that satisfies three key properties: reflexivity,
antisymmetry and transitivity. These properties together ensure that elements can be compared in a
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non-linear but logically consistent way. Partial orderings are used to model structures like hierarchies,
subsets and task dependencies, where not all elements are necessarily comparable.
Information Booster:
1. Reflexive: Every element is related to itself: aRa.
2. Antisymmetric: If aRb and bRa, then a = b.
3. Transitive: If aRb and bRc, then aRc.
4. Partial Order:
A relation that satisfies all three properties.
Not all pairs need to be comparable.
Denoted as a poset (Partially Ordered Set).
Additional Knowledge:
- Example of Partial Order: Subset relation C on power set P(5)
+ Reflexive: A C A
CAntisymmetric AC Fand BEC A=>4=FH
+Transitive: AC B BC U =>AC O
- Total Order: A special kind of partial order where every pair of elements is comparable.

Q.76 A partial order < is defined on the set § = [z, a;.04,...., a,,y} 35 x < a, foralliand a, < y for all j,
where n < 1. The number of total orders on the set 5 which contain the partial order < is:

A.n!
B.n
C.n+2
D.1

Answer: A

Sol: The partial order specifies that x is less than or equal to every a,, and each a, is less than or equal to y.
This means the elements a,, as, ..., a, lie between x and y in the order. Howewver, the order among the
a; elements themselves is not specified, so they can be arranged in any order relative to each other.
The total number of ways to arrange n elements is n! (factorial of n). Since the partial order
constraints = < a; < y must be respected, the only freedom is in permuting the o, elements.
Therefore, the number of total orders containing the partial order is n!.

Information Booster:

1. A partial order defines ordering constraints but may leave some elements incomparable.
2. A total order is a linear order where every pair of elements is comparable.

3. Extending a partial order to total orders invalves filling in unspecified relationships.

4, The factorial n! counts permutations of n distinct elements.

5. Constraints from partial order reduce freedom to permute only elements not fixed by order.
6. Partial order extensions are key in order theory and combinatorics.

7. Understanding orders helps in sorting, scheduling, and data structuring.

Additional Knowledge:

- Partial orders can be represented by Hasse diagrams to visualize constraints.

» Total orders extending a partial order are also called linear extensions.

« Counting linear extensions is generally a complex combinatorial problem.
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Q77. A Lex compiler generates

1. Lex object code

2. Transition tables

3. Ctokens

4. None of the above

Answer:

B

Sol:

A Lex compiler (or Lexical Analyzer Generator) is a tool used to generate lexical analyzers, which are
programs used for tokenizing input strings. When the Lex source code is compiled, the Lex compiler
produces transition tables that represent a deterministic finite automaton (DFA). These tables are then
used to analyze and recognize patterns in input strings during scanning.

Information Booster:

1. Lex Source Code:

Written using regular expressions and action code in C.

Defines the pattern for tokens.

2. Output of Lex Compiler: Produces a C file (typically lex.yy.c) which includes:

Transition tables

Associated action routines

3. Role of Transition Tables:

These tables describe how the lexer transitions from one state to another based on input characters.
Used by the generated DFA to recognize valid tokens.

4. Final Compilation: The lex.yy.c is compiled using a C compiler to produce the final executable.
Additional Knowledge:

Lex object code (Option a): Lex itself does not produce direct object code; it generates C source code
first.

C tokens (Option c): Lex analyzes tokens, but does not generate "C tokens"; it generates C code that
implements token recognition.

Q78. Considering the application of semantic analysis in compiler construction, which of the following
statements are true?

A. Semantic analysis involves checking the meaning and consistency of program constructs beyond
their syntactic correctness.

B. Attribute grammars are commonly used to specify static semantics, such as type checking and scope
resolution, during semantic analysis.

C. Bottom-up parsing techniques are typically employed during the lexical analysis phase of compiler
construction to identify tokens and build the parse tree.

D. Semantic analysis is primarily concerned with optimizing the runtime performance of compiled
programs.

E. Semantic analysis plays a crucial role in compiler optimization, including dead code elimination and
loop unrolling.

Choose the correct answer from the options given below:

1. Aand B only

2. Cand D only

3. CandE only

4. B,D,E
Answer:
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A

Sol:

Semantic analysis in compiler construction verifies the meaningfulness and consistency of program
constructs beyond mere syntax correctness. Attribute grammars play a crucial role in specifying static
semantic rules like type checking and scope resolution.

Information Booster:

1. Statement A (Correct): Semantic analysis ensures that syntactically valid constructs also make logical
sense, handling aspects like type compatibility, variable binding, and proper declaration. It goes beyond
syntax checks by verifying meaningful interpretations of program constructs.

2. Statement B (Correct): Attribute grammars provide a structured method to define static semantics.
They associate attributes with grammar symbols and define semantic rules to enforce type checking,
scoping rules, and other semantic constraints during compilation.

Additional Knowledge:

 Statement C (Incorrect): Bottom-up parsing techniques (e.g., LR parsing) are associated with syntax
analysis, not lexical analysis. Lexical analysis (tokenization) is generally accomplished using finite
automata, not parsing methods.

e Statement D (Incorrect): Semantic analysis is primarily about ensuring semantic correctness (type
checking, scope, etc.), not directly focused on runtime optimization. Optimization is handled primarily
in the later phases (optimization and code generation phases).

o Statement E (Incorrect): While semantic analysis helps identify semantic correctness, specific
optimizations like dead code elimination and loop unrolling occur in the optimization phase, which is
separate from the semantic analysis phase.

e Semantic analysis bridges syntax analysis (parsing) and the code-generation phases by verifying
semantics and generating intermediate representations.

Q79. Which of the following statements are correct?

1. A PDA can recognize all regular languages.

2. A PDA can accept a language by final state or empty stack.

3. A PDA is strictly more powerful than a finite automaton.

4. PDAs can be used to recognize non-context-free languages.

1. Only1,2and3

2. Only1and3

3. Only 2 and 4

4. Only1and4

Answer:

A

Sol:

Let’s analyze each of the given statements regarding Pushdown Automata (PDAs):

1. A PDA can recognize all regular languages.

Correct: A Pushdown Automaton (PDA) is a more powerful computational model than a Finite
Automaton (FA). Since regular languages are a subset of context-free languages, a PDA can indeed
recognize all regular languages. This is because regular languages can be recognized by finite automata,
and a PDA is capable of simulating a finite automaton (by not using the stack or using it trivially).

2. A PDA can accept a language by final state or empty stack.

Correct: A PDA can accept a language in two different ways:

Final state acceptance: The PDA enters an accepting state when it has finished processing the input.
Empty stack acceptance: The PDA accepts the input when the stack is empty after processing the input,
regardless of whether the machine reaches a final state. Both methods are valid ways for a PDA to accept
a language.
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3. A PDA is strictly more powerful than a finite automaton.

Correct: A PDA is strictly more powerful than a finite automaton because it has access to a stack,
allowing it to recognize a broader class of languages — specifically, context-free languages (CFLs). A
finite automaton can only recognize regular languages, which are a proper subset of context-free
languages.

4. PDAs can be used to recognize non-context-free languages.

Incorrect: A PDA can only recognize context-free languages (CFLs), which are a strict superset of regular
languages but a subset of context-sensitive and recursively enumerable languages. PDAs are not
capable of recognizing non-context-free languages (such as some context-sensitive or recursively
enumerable languages). Therefore, this statement is incorrect.

Information Booster:

1. Pushdown Automata (PDA): A PDA is similar to a finite automaton, but it has the additional capability
of using a stack. This allows it to recognize context-free languages (CFLs), which include languages like
{a*nb”n|n=0} that finite automata cannot handle.

2. Acceptance Methods:

PDAs have two main acceptance criteria:

Final State Acceptance: If the PDA reaches an accepting state after processing the entire input, the string
is accepted.

Empty Stack Acceptance: If the stack is empty after processing the input, the string is accepted.

These two acceptance methods are equivalent for recognizing context-free languages.

3. Comparing PDA and FA: Finite Automata (FA) can only recognize regular languages, which are a
subset of context-free languages. The introduction of the stack in PDAs gives them the ability to
recognize languages that require memory beyond what a finite state machine can remember, such as
balanced parentheses and other context-free structures.

4. Context-Free Languages: Context-free languages (CFLs) are recognized by PDAs but not by finite
automata. They are more expressive than regular languages and include languages with nested
structures like parentheses and recursive patterns.

Q.80 Consider the following Pushdown Automaton (PDA) with the alphabet £ = {a, b} and the stack
alphabet I' = { Z,, A}. The PDA starts in state g, with the stack initially containing Z,, and it accepts
the language L — {a"b"|n = 1}. Which of the following is a correct description of how this PDA
operates?

A. The PDA pushes an "A’ for every ‘a” encountered and pops an ‘A" for every ‘b’ encountered.

B. The PDA pops "A’ for every "a’ encountered and pushes A" for every ‘b’ encountered.

C. The PDA only accepts strings of the form «"&"c”, where the number of "a’s, "b's, and "c's are equal.
D. The PDA does not use the stack to accept strings of a™b",

Answer: A

Sel: We are given a Pushdown Automaton (PDA) with:
- Alphabet = — {a b}
- Stack alphabet ' — {Z,, A}, where Z, is the initial stack symbol and A is used for pushing and
popping from the stack.
The PDA is designed to accept the language L — {a"b" | n > 1}, which consists of strings where the
number of "a’s is equal to the number of 'b’s.
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How the PDA works?

1. Initialization: The PDA starts in state gy with the stack containing 2.
2. Processing ‘a's:

« For every "a’ encountered in the input string, the PDA pushes an A onto the stack. This ensures that

each "a’ is matched by an A in the stack.

« This is because the number of 'a’s needs to be counted, and the PDA uses the stack to keep track of
the count.

3. Processing 'b’s:

- When the PDA encounters a 'b’, it pops an A from the stack. This is done to match each 'b" with an
earlier 'a’ (represented by the A in the stack).

« If the number of 'b's exceeds the number of ‘a’s, the stack will become empty before all 'b's are
processed, causing the machine to reject the string.

4, Acceptance: The PDA accepts the string if it reaches the end of the input string with the stack
containing only the initial symbol Z;, which means all the A’s pushed for the "a’s have been popped
for the ‘b's. Thus, the number of "a's and 'b's must be equal for the string to be accepted.

Mow, let's analyze the options:

1. Option (a) The PDA pushes an "A’ for every "a’ encountered and pops an "A" for every ‘b’
encountered: This is the correct description of how the PDA works. The PDA pushes an "A’ for each
‘a’ and pops an "A’ for each ‘b to ensure the string has the same number of 'a’s and 'b's.

2. Option (b) The PDA pops "A" for every "a’ encountered and pushes "A" for every ‘b’
encountered: This is incorrect. The PDA should push an "A° for every 'a’ and pop an "A’ for every ‘b’
not the other way around.

3. Option (c) The PDA only accepts strings of the form «"1"", where the number of "a’s, 'b’s,
and "¢'s are equal: This is incorrect. The given language is a«”b, not «”b"c", The PDA does not deal
with 'c’s, and it is designed to accept strings with equal numbers of "a’s and 'b’s.

4. Option (d) The PDA does not use the stack to accept strings of «"4": This is incorrect. The
stack is essential for the PDA to keep track of the number of "a’s and 'b's. Without the stack, it would
not be possible to ensure that the number of "a’s equals the number of 'b's.

Information Booster:

1. Pushdown Automaton (PDA): A PDA is a type of automaton that uses a stack to provide
additional memory beyond its finite states. The stack allows the PDA to recognize context-free
languages.

2. Language «"k": This is a classic example of a context-free language, where the number of ‘a’s must
be equal to the number of 'b’s. A PDA can recognize this type of language by using its stack to count
and match ‘a’s with 'b’s.

3. Stack Usage: The stack in a PDA is used for matching and counting, which is essential for
languages like " 5", where the order and count of symbols are important.

Additional Knowledge:

- PDAs can be used to accept a broader class of languages, including context-free languages, which
cannot be recognized by finite automata alone. The stack allows for the additional memaory needed to
handle nested or recursive structures.

Q.81 Let L, be the set of all languages accepted by a PDA by final state and Lg be the set of all languages
accepted by empty stack. Which of the following is true?

A Lp=Lg
B.Lp  Lg
C.Lp o Lg

D. Mone of the above

Answer: A
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Sol:

A Pushdown Automaton (PDA) can accept a language using two different acceptance criteria: by
reaching a final state or by emptying its stack. Although the mechanisms differ, both methods are
equivalent in terms of the class of languages they recognize — the context-free languages (CFLs). Thus,
the set of languages accepted by final state and by empty stack are the same.

Information Booster:

1. Pushdown Automaton (PDA): A PDA is a computational model that extends the power of finite
automata with a stack, allowing it to recognize context-free languages.

2. Acceptance by Final State:

In this approach, a string is accepted if, after processing the input, the PDA enters a final (accepting)
state.

The contents of the stack at the end do not matter.

3. Acceptance by Empty Stack:

A string is accepted if the PDA processes the entire input and the stack becomes empty, regardless of
the current state.

The final state is irrelevant here.

4. Equivalence of Both Modes:

For every PDA that accepts by final state, we can construct an equivalent PDA that accepts the same
language by empty stack, and vice versa.

Therefore, the languages recognized by both methods form the exact same set — the context-free
languages (CFLs).

5. Formal Theorem:

The equivalence of acceptance by empty stack and final state is a well-established result in automata
theory.

This implies that L_D = L_E

Additional Knowledge:

Acceptance by final state is often easier to work with when designing PDA for simple context-free
languages.

Acceptance by empty stack is commonly used in proofs and theoretical analysis due to its structural
clarity.

Even though the operations are different, they can simulate each other’s behavior by modifying
transitions or adding dummy symbols.

The class of context-free languages (CFLs) is exactly the set of languages accepted by PDAs using either
acceptance method.

Q82. Match the pair:

List -1 List - II
A. | Lexical analysis . | Finite automation
B. | Code optimization II. | DAG's
C. | Code generation III. | Syntax trees
D. | Parsing programming | IV. | Push down automation

1. A-LB-I,C-1I[,D-1V
2. A-1,B-1LC-1V,D-1
3. A-IV,B-L[C-1I,D-1II
4. A-1,B-1V,C-D-1II

Answer:

A

Sol:

To solve this question, we match each compiler phase with the most relevant concept or data structure:
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1. Lexical Analysis — Finite Automation (I)

Lexical analyzers use Finite Automata (typically DFA) to recognize patterns (tokens) in source code.

2. Code Optimization — DAG's (II)

Directed Acyclic Graphs (DAGs) are used for optimizing basic blocks of code by identifying common
subexpressions.

3. Code Generation — Syntax Trees (III)

Code is generated using Syntax Trees which represent the syntactic structure of the program and guide
how instructions are produced.

4. Parsing Programming — Push Down Automation (IV)

Parsers (especially for context-free grammars) use Push Down Automata which employ a stack for
handling nested structures.

Information Booster:

1. Finite Automation: Used in the lexical analysis phase for pattern recognition (e.g., keywords,
identifiers).

2. DAG (Directed Acyclic Graph): Helps eliminate redundant calculations in code optimization.

3. Syntax Trees: Used in intermediate representation and guide code generation steps.

4. Push Down Automata: Core mechanism for syntax analysis (parsing), especially useful for context-
free grammars.

Q83. Match the following:

List -1 List - II
(Grammars) (Production rules)
A. | Chomsky Normal Form (CNF) |I. |S—>AB,A—»a,B—-b
B. | Greibach Normal Form (GNF) | Il. | S— aSb|ab
C. | S-grammar III.  S->AS|a,A->SA|b
D. | LL grammar IV.|S->bSS|aS]|c
Match the columns.
1. A-i,B-ii,C-iii,D-iv
2. A-ii,B-i,C-iv,D -iii
3. A-iii,B-ii,C-i,D-iv
4. A-i,B-iii,C-ii,D-iv
Answer:
A
Sol:

Information Given in Question

e Different types of formal grammars are given in List-I.

e Production rules are given in List-II.

e We must match each grammar with its valid standard form.
Concept / Definitions Used

1. Chomsky Normal Form (CNF)

A grammar is in CNF if every production is of the form:

e A - BC (two non-terminals), or

e A — a(single terminal)

Rule (i):
S—AB
A—a
B-b
— Strictly follows CNF rules.
A-i
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2. Greibach Normal Form (GNF)

A grammar is in GNF if every production starts with a terminal symbol, followed by zero or more non-
terminals.

Rule (ii):

S—aSb|ab

— Starts with terminal a.

B —ii

3. S-Grammar

An S-grammar generally:

e Allows left recursion

e Productions often start with non-terminals
Rule (iii):

S—>AS|a

A—-SA|b

C —iii

4. LL Grammar

An LL grammar:

e Hasno left recursion

e Is suitable for top-down parsing

Rule (iv):

S—-bSS|aS]|c

— No left recursion, predictive structure.
D —iv

Final Conclusion

A-i, B-ii, C-iii, D-iv

Q84. Which of the following are application of a symbol table?

(A) Storage allocation.

(B) Checking type compatibility.

(C) Suppressing duplicate error messages.

Choose the correct option:

1. (A) and (B) only

2. (A) and (C) only

3. (B) and (C) only

4. (A), (B) and (C) only

Answer:

D

Sol:

A symbol table is a data structure used in programming languages and compilers to store information
about variables, functions, objects, and other entities in the source code. It has multiple applications
throughout the different phases of compilation and interpretation. In particular, the symbol table helps
in tasks such as storage allocation, checking type compatibility, and suppressing duplicate error
messages.

Information Booster:

1. Storage Allocation: The symbol table is used to store information about variables such as their
names, types, and memory locations. During compilation or execution, the symbol table helps in
assigning memory locations to variables for proper storage allocation.
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Q.85 For Ly = {w C {ua,b}" | the k-th symbol from the right is a } with & > L The minimum number of DFA

states required is:

Ak
B.k+1
C
DLk+2

Answer: C

Sol: To decide whether the k-th symbel from the right is ‘'a” while scanning left — right, a DFA must

know the last k symbols seen so far at every step. That’s because the final decision after the input
ends depends exactly on that k-length suffix. There are 2* possible k-length strings over {a, b}: by the
Myhill-Nerode theorem, each such suffix is pairwise distinguishable (for two different suffixes, there
exists some continuation that makes one accepted and the other rejected). Hence, no two of these
suffix-histories can be merged, so the minimal DFA needs 2* states. (Checks: for k = 1 "ends with a”~ —
2 states; for k = 2 "second last is a” — 4 states.)

Information Booster:

1. Core idea: The acceptance depends solely on the k-length suffix of the input at end-of-file.

2. State meaning: Each state represents one of the 2* possible binary strings over {a, b} of length k (a
shift register of the last k symbols).

3. Transitions: On input symbol = © {a, b}, shift left and append x; this is a deterministic mapping
among the 2 states.

4. Accepting states: Those whose stored k-suffix has its first (leftmost) symbel = a (i.e., the k-th
from right of the full input is a).

5. Myhill-Nerode argument: Different k-suffixes are distinguishable by choosing a continuation that
fills to end so that the k-th-from-right differs, proving the 2* lower bound.

6. Tightness: The constructed “shift-register” DFA attains 2* states, matching the lower bound —
minimal.

7. Small-k sanity checks: k — | —> Zstates; k — 2 == 4;k — 3 —> & matches 2",

Q86. Match the following:

2. Checking Type Compatibility: The symbol table is crucial for type checking during compilation. It
helps ensure that the operations on variables are valid according to their declared types (e.g., ensuring
that a string is not added to an integer).
3. Suppressing Duplicate Error Messages: A symbol table helps to track variables, functions, and
objects in the program. By maintaining information about previously declared identifiers, it can
suppress the re-declaration error messages, ensuring that each identifier is reported only once.

4. Symbol Resolution: It is also essential in resolving symbols used in a program, such as distinguishing
between variables and functions with the same name but different scopes.
5. Semantic Analysis: Symbol tables support the semantic analysis phase of a compiler, helping ensure
the program follows the rules of the language being compiled.

List - I (Disk Scheduling . I
Algorithms) List - II (Description)
Requests are processed in the order they arrive, regardless of
FCFS I " .
position on the disk.
SSTF I The disk arm moves to the request closest to the current
" | position.
SCAN 1 The disk arm moves in one direction, servicing requests until
" | the end is reached, then reverses direction.
C-SCAN v The d_15k arm moves in one direction only, wrapping around
once it reaches the end.
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1. A->LB=>I,C-ID->1V

2. A-I,B->1,C->1V,D-III

3. A-I,B->IV,C->I,D->1

4, A-IV,B->II,C—>1,D—-1II

Answer:

A

Sol:

Here's the correct match between the disk scheduling algorithms and their descriptions:

1. FCFS (A): I - First Come First Served (FCFS) is the simplest disk scheduling algorithm. Requests are
processed in the order they arrive, regardless of their position on the disk. This can lead to inefficiencies
as the disk arm may travel a lot of unnecessary distance.

2. SSTF (B): II - Shortest Seek Time First (SSTF) is a more efficient scheduling algorithm. In SSTF, the
disk arm moves to the request that is closest to the current position, minimizing the seek time for each
request.

3. SCAN (C): III - SCAN (also known as the elevator algorithm) involves the disk arm moving in one
direction, servicing requests as it moves until the end of the disk is reached, and then reversing direction
to service the remaining requests.

4. C-SCAN (D): IV - Circular SCAN (C-SCAN) is similar to SCAN, but instead of reversing direction when
the end of the disk is reached, the disk arm continues in one direction and wraps around to the
beginning once it reaches the end. This provides more uniform response times compared to SCAN.
Information Booster:

1. FCFS: The FCFS algorithm is the easiest to implement but is inefficient in terms of time because it
does not minimize the seek time.

2. SSTF: While SSTF minimizes the seek time for each request, it can lead to starvation, where requests
far from the current position may never be serviced.

3. SCAN: The SCAN algorithm reduces the total seek time compared to FCFS but can still be inefficient
when there are requests near the ends of the disk.

4. C-SCAN: C-SCAN improves upon SCAN by providing more uniform service to requests, particularly in
systems where requests are evenly distributed across the disk.

Q.87 Using priority scheduling algorithm, find the average waiting time for the following set of processes
given with their priorities in the order, Process, Burst Time, Priority, respectively.
P 10: 3
- Py 1
- P -1
- Py 1
P, : 5

bad B = =

A. B ms
B. 5.4 ms
C.7.75 ms
0. 3 ms

Answer: B
Sol: The average waiting time is calculated using non-preemptive priority scheduling, where the process

with the lowest priority number is scheduled first.
Given Processes (Burst Time : Priority):
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- 10: 3
- Fy:1:1
- :1:1
- Fy:1:5
P :5:2

Sort by Priority (ascending):
« Py and P4y Priority 1 (tie — assume FCF5S)
« % - Priority 2
« 4 : Priority 3
« I, : Priority 5
Execution Order (by priority and FCF5):
Py 3+ Py + B, B+ Fy
Completion Times:
« P, : Starts at 0 — Completes at 1 — Waiting Time = 0
+ P, - Starts at 1 — Completes at 2 — Waiting Time = 1
B, : Starts at 2 — Completes at 7 — Waiting Time = 2
« Py - Starts at 7 — Completes at 17 — Waiting Time = 7
« P, : Starts at 17 — Completes at 18 — Waiting Time = 17
Waiting Times:
P=0,PA=1F=2F=TF=1T
Average Waiting Time:
D4+1424T7+1T 2T

— = H.dms

by 43

Q88. Match List - I with List - II.

List -1 List - II
A. | Handshaking I. | I/0 interface informs the CPU that device is ready transfer.
B. | Programmed 1/0 II. | Requires two control signals working in opposite direction.
C. | Interrupt initiated I/O | III. | Has local memory & control large set of /O devices.
D. | I/0 processor IV. | Required CPU to check the [ /0 flag & perform transfer.

Choose the correct option from those given below:
Match the columns.

1. A-1, B-1I, C-1II, D-1V

2. A-1I, B-1V, C-11I, D-1

3. A-II, B-1V, C-1, D-III

4. A-1v, B-11I, C-II, D-I

Answer:

C

Sol:

Let's match List-I with List-II according to the descriptions of I/0 types.
Given Lists:

List-I:

(A) Handshaking

(B) Programmed /0

(C) Interrupt-initiated 1/0

(d) 1/0 Processor
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List-II:

(I) I/0 interface informs the CPU that the device is ready for transfer.

(II) Requires two control signals working in opposite directions.

(IIT) Has local memory and control large set of /0 devices.

(IV) Requires CPU to check the I/0 flag & perform transfer.

Matching:

(A) Handshaking

» Handshaking involves signaling between the CPU and peripheral devices to indicate readiness for data
transfer.

e It typically requires two control signals working in opposite directions to complete the
communication process.

e Thus, (A) matches with (II).

(B) Programmed I/0

e Programmed [/0 requires the CPU to check the I/0 flag and perform the transfer manually without
interrupts.

e Thus, (B) matches with (IV).

(C) Interrupt-initiated 1/0

e In this method, the device informs the CPU that it is ready for data transfer.

e Thus, (C) matches with (I).

(d) I/0 Processor

e [/O processors typically have local memory and control for managing large sets of I/0 devices
autonomously.

e Thus, (d) matches with (III).

Final Answer:

The correct option is (c) (A)-(11), (B)-(IV), (C)-(D), (d)-(ILI).

Q89. An operating system is responsible for allocating resources such as CPU time, memory, and
input/output devices. If the system has 4 processes and 3 CPU cores, how many processes can be
allocated to CPU cores for parallel execution at any given time?

1. 4
2. 3
3. 2
4. 5
Answer:
B

Sol:

With 3 CPU cores available, only 3 processes can be allocated to CPU cores at any given time. The
remaining processes will have to wait in the ready queue for an available CPU core. This highlights the
importance of parallel processing and how the number of cores limits the concurrent execution of
processes.

Information Booster:

1. CPU Cores - A CPU core is a single processing unit capable of executing tasks. More cores allow for
better parallel processing.

2. Process Allocation - The OS assigns processes to available CPU cores, ensuring that each core handles
a separate task in multitasking systems.

3. Queueing - Processes that cannot be assigned to a core immediately are placed in the ready queue,
where they wait until a core becomes available.

4. Multitasking - Operating systems use multitasking to handle multiple processes at the same time,
maximizing the use of available CPU cores.
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Additional Knowledge:

Multithreading - A technique where multiple threads of a process can be executed concurrently.

Load Balancing - The OS may also implement load balancing to distribute processes evenly across
available CPU cores.

Context Switching - When processes need to share CPU time, the OS performs context switching to swap
between processes.

Q90. A disk has cylinders numbered 0 to 199. The disk head is currently at cylinder 90 and is moving
towards lower-numbered cylinders. The pending request queue (in order of arrival) is:

10, 130, 50, 160, 20, 70

If the disk uses the SCAN (elevator) scheduling algorithm, what is the total head movement (in
cylinders) needed to serve all requests?

1. 150
2. 170
3. 190
4. 250
Answer:
D

Sol: The SCAN algorithm services requests in the direction the head is currently moving, up to the end
of the disk, and then reverses direction.
Cylinders Range: 0 to 199.
Current Position: 90.
Initial Direction: Towards lower-numbered cylinders (0).
Request Queue: 10, 130, 50, 160, 20, 70.
Step 1: Movement Towards Lower Cylinders (0)
The requests in this direction, sorted by cylinder number, are 70, 50, 20 and 10. The head continues
until it reaches the end of the disk (cylinder 0).
1. Serwe 70: W+ T0. Movement: |90 - 70 20
2. 5erve 50: 70 50. Movement: 70 50 20
3. Serwe 20: 50 20, Movement: 50 20 40
4, S5erve 10: 20 » 10. Movement: 20 10 10
5. Mowve to End (0): 10 - 0. Movement: 10 0 L
- Total Movement Down: 20~ 20 | 30 ¢ 10 ¢+ 10 = 90
Step 2: Reversal and Movement Towards Higher Cylinders (199)
The head now reverses direction from cylinder 0. The remaining requests, sorted by cylinder number,
are 130 and 160.
1. Serwe 130: 00+ 130. Movement: | 130 130
2. 5erve 160: 130 » 160, Movement: | 130 1G0 30
- Total Movement Up: L30 © 30 — 160
Total Head Movement
Total Movement — Movement Down - Movement Up
Total Movement — 9 1 160 = 250
Information Booster
The SCAMN (Elevator) algorithm is a disk scheduling strategy designed to reduce head movement and
improve system throughput.
1. Mechanism: The head continuously sweeps back and forth across the entire disk, serving requests
in its path. It mowves in one direction until it reaches the last cylinder {or the farthest request in that
direction) and then reverses.
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2. Fairess: SCAM provides better fairness than S5TF (Shortest Seek Time First) because it prevents
starvation; requests waiting at the far end of the disk will eventually be served when the head reverses
direction and sweeps toward them.

3. Latency: Requests just missed by the head in one direction will have to wait for almost a full sweep,

leading to high variance in response time,

4, C-5CAN (Circular SCAM): A variant that only sweeps in one direction (e.g., from 0 to 199), and then
jumps back to 0 without servicing any requests on the return sweep. This ensures that new requests
arriving near 0 do not have to wait as long for service as they would in the standard SCAN method.
Additional Knowledge

- Head Movement Calculation: The key to all disk scheduling problems is calculating the absolute
difference between the current cylinder position and the next cylinder position for every move and
summing these differences.

. Other Scheduling Algorithms:

. FCFS (First Come, First Served): Simplest, but poor performance. Total movement depends solely
on the request arrival order.

. 85TF (Shortest Seek Time First): Always chooses the request closest to the current head position.
High performance, but can cause starvation for requests at the edges.

 LOOKSC-LOOK: Variations of SCAM/C-5CAN that reverse direction (LOOK) or jump (C-LOOK)
immediately upon reaching the farthest request in the current direction, instead of sweeping all the
way to the physical end of the disk. These are generally more efficient than their non-LOOK
counterparts.

Q91. What is the total swap time (Swap in & Swap out) in a system for a 15 MB process with a transfer
rate of 30 MBps? Given that, there is an average latency of 12 ms, however no head seeks involved.

1. 1.024 sec

2. 1.00sec

3. 0.512sec

4. 12 sec

Answer:

A

Sol:

To calculate the total swap time (both swap in and swap out) for the process in the system, we need to
consider the following parameters:

Transfer rate = 30 MBps

Average latency = 12 ms = 0.012 seconds

Process size = 15 MB

We need to calculate the total swap time, which includes both swap in and swap out operations.
Step-by-Step Calculation:

1. Total Data: Since we are dealing with swap in and swap out, the total data transferred is twice the
process size:
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Total data = 2 x 15 MB = 30MB

2. Transfer Time: The transfer time is calculated using the formula:
Total Data

Transfer Rate

Transfer Time
Given:

- Total Data = 30 MB

- Transfer Rate = 30 MBps
JMB

Transfer Time m 1 second

3. Average Latency: The average latency is given as 12 ms (milliseconds), which is equivalent to:

Latency = 12ms = (L0112 secomds

Since, latency affects both the swap im and swap out operations, we need to account for it twice:

Total Latency = 2 x 0.012 seconds = 0,024 seconds

4. Total Swap Time: The total swap time is the sum of the transfer time and the total latency:

Total Swap Time = Transfer Tiune + Total Latency

Total Swap Time = 1 second © 0.024 seconds = 1.024 seconds

Conclusion:

The total swap time for the given process is 1.024 seconds.

Information Booster:

1. Swap Time: Swap time refers to the time taken to transfer a process from the memory to disk

(swap out) or from disk to memory (swap in). It is influenced by the data transfer rate and latency

of the storage system.

2. Transfer Rate: The transfer rate is the speed at which data can be moved between memory and

disk. In this case, it's 30 MBps (megabytes per second), which determines how long it will take to

transfer 30 MB of data.

3. Latency: Latency refers to the time delay before a data transfer beqgins. Even though the transfer

rate is high, there is a small delay associated with the request to transfer data.
4. Impact of Latency: The latency affects both the swap in and swap out operations. As both operations
occur, the latency is counted twice, once for each operation.
Additional Knowledge:
Disk Latency: Disk latency is the time it takes for a disk to locate the data after a request is made. It is
an essential factor in overall system performance, especially when swapping large processes in and out
of memory.
Swap In / Swap Out: These terms refer to moving data between memory (RAM) and the disk. Swap In
occurs when data is loaded from the disk into memory, and Swap Out occurs when data is written from

memory to disk.

Q92. Consider a disk system having 60 cylinders. Disk request are received by a disk drive for cylinder
10, 22, 20, 2, 40, 6 and 38, in that order. Assuming the disk head is currently at cylinder 20, what is the
time taken to satisfy all the requests if it takes 2 milliseconds to move from one cylinder to adjacent one
and Shortest Seek Time First (SSTF) algorithm is used?

1. 240 milliseconds

2. 96 milliseconds

3. 120 milliseconds

4. 112 milliseconds

Answer:

C

Sol: We are tasked with calculating the time it takes to satisfy all disk requests using the Shortest Seek
Time First (SSTF) algorithm. This algorithm selects the request that is closest to the current position of
the disk head. The Shortest Seek Time First (SSTF) algorithm selects the disk request that is closest to
the current head position. It minimizes the seek time by selecting the nearest cylinder in each step.
Given:
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e Total number of cylinders: 60

« Disk requests: 10, 22, 20, 2, 40, 6, 38 (in the given order)

e [nitial head position: Cylinder 20

e Time to move from one cylinder to the next: 2 milliseconds

* Disk algorithm: SSTF (Shortest Seek Time First)

Step-by-Step Solution:

We start at cylinder 20 and use the SSTF algorithm to pick the nearest request from the current head
position.

Sequence of Processing:

1. Start at cylinder 20:

o Requests: 10, 22, 20, 2, 40, 6, 38

o The current head is already at 20. No move required.

o Seek time: 0 ms.

2. Next closest cylinder to 20:

o Requests: 10, 22, 2, 40, 6, 38

o The nearest request is 22.

o Seek time: |20 - 22| = 2 cylinders = 2 * 2 ms =4 ms

3. Next closest cylinder to 22:

o Requests: 10, 2, 40, 6, 38

o The nearest request to 22 is 20 (already processed), so the next closest is 10.

o Seek time: |22 - 10| = 12 cylinders — 12 * 2 ms = 24 ms

4. Next closest cylinder to 10:

o Requests: 2, 40, 6, 38

o The nearest request to 10 is 6.

o Seek time: |10 - 6] = 4 cylinders - 4 * 2 ms = 8 ms

5. Next closest cylinder to 6:

o Requests: 2, 40, 38

o The nearest request to 6 is 2.

o Seek time: |6 - 2| = 4 cylinders — 4 * 2 ms = 8 ms

6. Next closest cylinder to 2:

o Requests: 40, 38

o The nearest request to 2 is 38.

o Seek time: |2 - 38| = 36 cylinders = 36 *2 ms =72 ms

7. Next closest cylinder to 38:

o Requests: 40

o The nearest request to 38 is 40.

o Seek time: |38 - 40| = 2 cylinders - 2 * 2 ms =4 ms

Total Time:

e Total seek time =4+ 24 + 8 + 8 + 72 + 4 = 120 milliseconds

Correct Answer: 120 milliseconds

Information Booster:

1. SSTF (Shortest Seek Time First) minimizes the time to move between cylinders by always selecting
the closest request to the current head.

2. Seek Time: The time to move between two cylinders is calculated as the absolute difference between
their positions multiplied by the time to move from one cylinder to the next (2 ms in this case).
3. The total seek time is the sum of the individual seek times calculated for each request.
Additional Knowledge:

e Disk Scheduling algorithms like SSTF are designed to optimize seek time in hard disk drives, leading
to more efficient data retrieval.
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e Starvation: In SSTF, requests located far away from the current head can experience starvation, as the
head may repeatedly choose closer requests.

Q93. Which Linux command is used to delete files or directories?

1. rm

2. del

3. erase
4. remove
Answer:
A

Sol:

The rm command in Linux is used to delete files or directories. It is a standard command-line utility that
removes files or directories specified as arguments.

Information Booster:

1. The rm command can delete both files and directories. For directories, the -r or --recursive flag is
used.

2. Using rm with caution is important, as deleted files are not moved to a trash bin and cannot be easily
recovered.

3. Example:

To delete a file: rm file_name

To delete a directory: rm -r directory_name

Additional Knowledge:

Option (b): del is a command used in Windows, not Linux, for deleting files.

Option (c): erase is not a valid command in Linux for deletion.

Option (d): remove is not a valid Linux command; the correct command is rm.

Q94. Arrange the steps in disk I/O operation:

1. OS issues command to disk controller

2. Disk head moves to the desired track (seek)

3. Controller reads/writes data

4. Rotational latency positions sector under head

5. Data is transferred to memory

1. 1-2-54-53-5

2. 154-52-3-5

3. 1-52-53-54-5

4 1-3-52-4-5

Answer:

A

Sol:

The disk I/0 operation typically involves the following sequence of steps:

(1) OS issues command to disk controller:

The Operating System (0S) sends a command to the disk controller, instructing it to perform a read or
write operation on a specified location.

(2) Disk head moves to the desired track (seek):

The disk head then moves to the appropriate track that contains the data to be read or written. This is
the seek operation, which involves physically moving the head over the spinning disk surface.
(4) Rotational latency positions sector under head:
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After the head has reached the correct track, rotational latency comes into play. The disk needs to rotate
so that the desired sector is positioned under the disk head. The amount of time this takes depends on
the disk speed (measured in RPM).

(3) Controller reads/writes data:

Once the desired sector is under the head, the disk controller proceeds with reading or writing the data
from/to the disk surface.

(5) Data is transferred to memory:

Finally, the data is transferred from the disk to the main memory (RAM), completing the I/0 operation.
Information Booster:

1. Disk I/O Operation:

Seek Time: Time taken for the disk head to move to the correct track. It depends on the distance the
head needs to travel.

Rotational Latency: The time required for the disk to rotate so that the desired sector is aligned under
the read /write head.

Data Transfer: The actual process of reading or writing the data once the head is in position.

2. Disk Performance:

Disk performance is determined by:

Seek time (how quickly the head can reach the desired track),

Rotational latency (how long it takes for the sector to come under the head),

Data transfer time (how fast data can be read or written once the head is in position).

Q95. You are solving a knapsack problem using a greedy approach. The available items have the
following weights and values:

Item Weight Value
1 3 40
2 4 50
3 5 70

The knapsack capacity is 8 units. Using the greedy approach based on value-to-weight ratio, what is the
maximum value that can be obtained?

1. 90
2. 110
3. 140
4. 150
Answer:
B
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Sol: To solve this problem using the greedy approach based on the value-to-weight ratio, we need to
follow these steps:
1. Calculate the value-to-weight ratio for each item:
The value-to-weight ratio is calculated as:
Value
Weizht
Let's calculate the ratio for each item:

 Item 1

40

— == 13.333
3

 Item 2:

5l

.T 12.5

+ Item 3:

0
— =14

Value-to-weight ratio

=

2..5nrt the items by their value-to-weight ratio in descending order:

The sorted items based on value-to-weight ratio are:

Item 3: 14

Item 1: 13.33

Item 2:12.5

3. Start adding items to the knapsack, starting with the item with the highest value-to-weight
ratio:

- The knapsack has a capacity of 8 units.

« Start with Item 3 (value 70, weight 53). Adding this to the knapsack leaves 8 - 5 = 3 units of capacity
remaining.

« Mow, the remaining capacity is 3 units.

The next item is Item 1 (value 40, weight 3). This fits exactly into the remaining capacity of 3 units.
Adding this to the knapsack gives a value of 40.

4, Stop adding items once the knapsack is full or all items are considered:

After adding Item 1 (value 40, weight 3), the knapsack is full (total weight is 5 + 3 = 8 units). No more
items can be added.

5. Calculate the total value:

Total value = 70 (from Item 3) + 40 (from Item 1) = 110.

Q96. Which of the following is TRUE about the Pumping Lemma for regular language?

1. Itapplies to all regular language.

2. Itapplies only to infinite regular languages.

3. Itapplies to all context-free languages.

4. Itapplies to all recursively enumerable languages.

Answer:

A

Sol:

The Pumping Lemma for regular languages is a property that all regular languages must satisfy. It
provides a way to prove that certain languages are not regular by showing that they do not satisfy the
conditions of the lemma.
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According to the Pumping Lemma for regular languages, for any regular language, there exists a
constant p (the pumping length) such that any string s in the language of length at least p can be split
into three parts, s = xyz, where:

1. x is a prefix.

2.y is the part that can be repeated (pumped).

3. z is the suffix.

This pumping operation (repeating y any number of times) results in strings that are still within the
language. The key idea is that y can be "pumped" (repeated) as many times as needed, and the resulting
string will remain in the language.

Information Booster:

1. Pumping Lemma is a tool to prove whether a language is regular or not by checking if it can be
"pumped".

2. If a language cannot satisfy the pumping lemma conditions, it is not regular.

3. The pumping lemma specifically applies to regular languages, which can be recognized by finite
automata.

Additional Knowledge:

e [tapplies only to infinite regular languages: This is incorrect. The pumping lemma applies to all regular
languages, not just infinite ones.

e [t applies to all context-free languages: The pumping lemma for context-free languages is different
from the one for regular languages.

e It applies to all recursively enumerable languages: The pumping lemma does not apply to all
recursively enumerable languages; it is specifically a property of regular languages.

Q.97 Which language is mot context-free, best justified via the pumping lemma for CFLs or closure
arguments?

{

{

[a"b*e™ | n =0}
i .

Sol: The language {a"b"<"} is not context-free. Intuitively, a single stack (as in a PDA) can match twe
dependent counts (e.g., a"b") but cannot simultaneously enforce a third synchronized count <", A
standard proof uses the pumping lemma for CFLs: let the pumping length be p and take s — o"l¥'c.
Any decompasition s = weeyz With (vxey| < pand | vy = 0 keeps vy within at most two adjacent
blocks among the a's, b, c's. Pumping v and y changes counts in only one or two blocks, breaking
the equality #a = #b = #tc. Hence the language cannot be CFL. In contrast, the other options are CFL
(indeed, {d) is regular), so the only non-CFL choice is (c).

Information Booster:

1. Pumping-lemma intuition {CFLs): Any sufficiently long string in a CFL can be “pumped” by
duplicating/deleting certain substrings while staying in the language; {«"b"<"} fails this because all
three counters must stay equal.

2. Two ws. three counters: A PDA's single stack can synchronize two segments {e.g., a"b") but not
three (o"b"c"). Recognizing {«"b"c"} requires at least two stacks (i.e, Turing power).

3. Closure aids: CFLs are closed under union, concatenation, Kleene star and intersection with
regular languages; they are mot closed under complement nor intersection in general.

4. Why (a) is CFL: {a'b'c'} = {a'l'} - {¢'}; concatenation of a CFL with a regular language is CFL.
5. Why (b] is CFL: {a't''} = [&"} - {¥e'}; again reguilar. CFL is CFL.
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6. Why (d) is CFL (indeed regular): {«'l/c"} = o"b"c", a simple regular expression—hence regular ¢
{-FL.

7. Alternative non-CFL proof: Assume {a"l"c"} were CFL. Intersect it with the regular language
a"b"¢" (which changes nothing) and apply pumping; contradiction persists, confirming non-context-
freeness.

Additional Knowledge (Other Options):

- (a) {a't'¢'} : CFL by concatenation of {«'b'} (CFL) with <" (regular).

+(b) {«'¥¢'} : CFL by concatenation o - [/} (CFL).

+(d) {«'¥c"} : Regular (a"b*c*); all reqular languages are CFLs.

Q.98 Consider the recurrence T'(n) = 3T7(n/4) | n". Using the master theorem, what is the time complexity
of this recurrence?

A O(n?)

B. O(n")

C. O(n' ™)
D. Q(nlogn)

Answer: A

Sol: We are given the recurrence:
Tin) = 3T(n/4) + n*
This is a divide-and-conguer recurrence, and we can solve it using the Master Theorem.
The general form of a recurrence for divide-and-conguer problems is:
T(n) = aT{n/b) + fin)
Where:
+ & is the number of subproblems,
+ b is the factor by which the problem size is reduced in each subproblem,
- fin) is the cost of dividing the problem and combining the results from the subproblems.
Step 1: Identify values from the recurrence
For our recurrence T'(n) = 3T (n/4) n”, we identify:
+a = 3 ([number of subproblems),
b = 4 (problem size is divided by 4),
« fim) n” (the work done outside the recursive calls).
Step 2: Apply the Master Theorem
The Master Theorem provides a way to determine the asymptotic behavior of divide-and-conquer
recurrences. We need to compare the function f{n) to n"”“", where:
va =3,
b=4
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We compute:

log,a = log, 3

Mow we compare the function f(n) = n® with n"®*:

1. Case 1: If f(n) is polynomially smaller than n*®“, i.e,, f(n) = (n") where ¢ < log;, a, then T'(n)
(r'"%*),

2. Case 2: If f(n) is equal to n"**, i.e,, f(n) = (n"="), then T(n) = O(n"%" log n).

3. Case 3: If f(n) is polynomially larger than r'*%“ Le., f(n) = {}{n") where ¢ > log, a, and regularity

conditions are met, then T(n) = O[f(n]).
Step 3: Compare n° with n"% "
. We already know that »n” is larger than n** * because log, 3 = 0.792, and 2 > 0.792.

. Therefore, fin) = n” is polynomially larger than »'"®* which corresponds to Case 3.

Step 4: Conclusion

Since the function fi{n) = n” is larger than »'"® %, the time complexity is determined by fin), and
hence:

T(n) = On?)

Information Booster:

1. Master Theorem: The Master Theorem is a powerful tool for solving divide-and-conquer
recurrences. It categorizes the problem based on the comparison between fin) and n'"®*,

2. Case 1: If f{n) is smaller than ™", the selution will be dominated by the recursive calls and will be
("% "),

3. Case 2: If f(n) is the same as n'""*“, the solution will include a logarithmic factor, resulting in
(r'"% " log nt).

4. Case 3: If fin) is larger than n'*®*, the solution will be dominated by f{n), resulting in O(f{n)).
Additional Knowledge:

Understanding the Master Theorem is essential for guickly solving recurrences that arise in divide-
and-conquer algorithms, like merge sort, quick sort and others.

Q99. Consider a B+ Tree of order 4, where each node can contain a maximum of 3 keys and a minimum
of 2 keys. If you are to store 300 keys in the B+ Tree and assuming all nodes are perfectly balanced and
utilized, what is the maximum height of the tree?

1. 3

2. 4
3.5

4. 6
Answer:
D

Sol:

To determine the maximum height of a B+ tree given its order and the number of keys, we calculate the
number of keys each node can accommodate and then compute the tree height by considering the tree
structure from leaves to the root. Given a perfectly balanced B+ tree of order 4 (maximum of 3 keys per
node), storing 300 keys requires computing the height step-by-step from leaf nodes to the root,
resulting in a maximum height of 6.

Information Booster:

1. Key properties of a B+ tree (Order 4):

o Each internal node has at most 3 keys and 4 pointers.

o Each internal node has at least 2 keys (minimum) and 3 pointers.

o Leaf nodes contain actual data keys. Each leaf node can contain 3 keys at most.

81 Telegram | Instagram | TestPrime | Adda247 App
For Admission Query Call Us : 09800002247


https://applink.adda247.com/d/XhqWf9lSap
https://applink.adda247.com/d/XhqWf9lSap
https://t.me/Adda247ugcnet
https://www.instagram.com/ugc_adda247./
https://www.adda247.com/product-testseries/79075/test_pass_title?couponcode=PRIME&productId=97811
https://play.google.com/store/apps/details?id=com.adda247.app&hl=en&pli=1

i

2. Calculating the Height (Step-by-step):

o Leaf level:

Maximum number of keys per leaf = 3

Number of leaf nodes needed = 300 / 3 = 100 leaf nodes.

o Level above leaves (1st internal level):

Each internal node can point to at most 4 leaf nodes.

Nodes required = 100 leaf nodes / 4 pointers per node = 25 nodes.

o Next internal level (2nd level):

Nodes required = 25 / 4 = 6.25 = 7 nodes (round up to hold all pointers).

o Next internal level (3rd level):

Nodes required =7 / 4 = 1.75 = 2 nodes (round up).

o Next internal level (4th level):

Nodes required =2 / 4 = 0.5 # 1 node (root node).

Counting levels from the leaf to root:

o Leaf level: Level 1

o 1stinternal: Level 2

o 2nd internal: Level 3

o 3rd internal: Level 4

o0 4th internal (root node): Level 5

However, this calculation gives a height of 5 assuming full utilization. The question specifically asks for
maximum height (worst case), implying the least filled nodes:

3. Worst-case (Maximum Height): In a worst-case scenario, every internal node contains only the
minimum number of keys (2 keys, 3 pointers):

o Leaf nodes: 300 keys / 3 keys per node = 100 nodes

o Next level: 100 / 3 = 33.34 = 34 nodes

o Nextlevel: 34 /3=11.34 - 12 nodes

o Next level: 12 / 3 = 4 nodes

o Next level: 4 / 3 =1.34 — 2 nodes

o Root level: 2 / 3 =1 node

Counting levels:

o Leaf: Level 1

o Internal: Level 2 (34 nodes)

o Internal: Level 3 (12 nodes)

o Internal: Level 4 (4 nodes)

o Internal: Level 5 (2 nodes)

o Root: Level 6 (1 node)

Hence, the maximum height is 6.

Additional Knowledge:

» B+ trees are widely used in databases for indexing because they maintain balanced trees, ensuring
consistent search times.

» The height of a B+ tree is typically very low, even for large datasets, ensuring efficient disk operations
and quick access to data.

e Worst-case scenarios occur when the tree is minimally filled at each node, thus maximizing the height
of the tree.

Q100. The longest common subsequence of the sequences {1, 2,3, 2,4,1,2}and {2, 4, 3, 1, 2, 1} is:

1. 2,1,2,3
2. 1,3,2,1
3. 2,3,2,1
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4. 2,3,1,2,1

Answer:

C

Sol:

To solve this, we need to find the longest common subsequence (LCS) between the two sequences. The
longest common subsequence is the longest sequence that appears in both sequences in the same order,
but not necessarily consecutively.

Step-by-Step Calculation:

Given Sequences:

1.{1,2,3,2,4,1,2}

2.{2,4,3,1,2,1}

Let's compare and extract the common subsequence:

Starting with the first sequence: {1, 2, 3, 2, 4, 1, 2}

Looking at the second sequence: {2,4, 3,1, 2, 1}

Let's go step by step:

1. First common element: We find 2 from both sequences.

LCS ={2}

2. Second common element: After 2, the next common element is 1 (found in both sequences).
LCS={2, 1}

3. Third common element: After 1, the next common element is 2 (found in both sequences).
LCS={2,1, 2}

4. Fourth common element: Finally, we find 3 in both sequences.

LCS={2,1, 2,3}

Conclusion:

The longest common subsequence is {2, 1, 2, 3}. Its length is 4. Therefore, the correct answer is:
Option (¢): 2,3,2,1

T 2 32 4 12
_
2 4 31 2 °

Information Booster:

1. Longest Common Subsequence (LCS):

LCS is the longest sequence that appears in both strings in the same order.

The sequence does not need to be contiguous but must maintain the order of elements.

2. Approach for Finding LCS: Dynamic Programming is typically used to efficiently compute the LCS of
two sequences.
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